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Abstract 

 

Accreditation is an acknowledgement of an educational institution regarding the feasibility of carrying out the 

educational process. Making predictions can save time for early childhood education institutions in compiling 

accreditation forms that will be submitted. Prediction in determining accreditation becomes an important lesson 

for an institution in self-assessing the quality of its services. Choosing which method to use in the accreditation 

prediction process becomes a serious problem, so the prediction results can be the closest or most accurate. 

Machine Learning is an application that is part of Artificial Intelligence which is widely used in prediction 

research. In this experiment, three algorithms in machine learning are tested, namely SVM, KNN and ANN. This 

study uses data from the accreditation results of early childhood education institutions in South Kalimantan; the 

sample data is 75%, and the remaining data is 25%. The results of the KNN algorithm with Euclidean distance 

and the number of neighbours 5 have the best performance in predicting the value of the accreditation predicate 

compared to other methods. The results of calculations using the KNN method produce Area Under Curve 

values of 1,000, CA 1,000, F1 1,000, precision 1,000 and Recall 1,000. 

 

Keywords : Accreditation, Artificial Neural Network, Early Childhood Education, K-Nearest Neighbors, 

Support Vector Machine. 

 

 

1. INTRODUCTION 

Accreditation is a determination from a third 

party related to formal evidence that a conformity 

assessment agency has the competence to carry out 

certain conformity assessment tasks [1] . Institutions 

that carry out accreditation are called accreditation 

bodies. Accreditation is part of the government's 

obligation to determine whether an educational unit 

is appropriate for access by the public [2] . This is 

important so that people do not choose the wrong 

quality institution. Empirically for more than 30 

years, NAEYC has accredited and set standards for 

early childhood education units. NAEYC 

accreditation helps parents find the best early 

childhood experiences for their children. The 

National Association for Early Childhood Education 

( NAEYC ) is the largest non-profit association in the 

United States that represents early childhood 

education [3] . The NAEYC has established 10 

standards for early childhood programs to help 

families make the right choice when looking for a 

daycare center, preschool, or kindergarten [4] . 

In Indonesia, PAUD accreditation is carried out 

by BAN PAUD and PNF. Current empirical 

conditions show that many early childhood 

education institutions are moving towards 

industrialization of education and prioritize profits . 

Improving education for the people of Indonesia will 

spur the achievement of other goals and objectives, 

especially increasing the human development index 

(IPM). The role of education is expected to increase 

Indonesia's competitiveness in supporting SDGs 

2030. PAUD as a fundamental education which is 

the initial foundation for the quality of child 

development is very important to underlie further 

education, including increasing HDI [6 ] . 

Predictions in determining accreditation are an 

important lesson for an institution in self-assessing 

the quality of its services [7] and [8] . Making 

predictions can save PAUD institutions time in 

compiling accreditation forms to be submitted [9] . 

With the predicted results, institutions can improve 

accreditation, namely: by improving accreditation 

instruments and data and information collection 

instruments, preparing all accreditation documents 

and accreditation supporting information, preparing 

documents, school accreditation, and appointing 

teachers who are more professional in PBM to be 

assessed. Accreditation assessors complete school 

facilities and infrastructure, decorate the 

accreditation assessment room as attractive as 

possible, and invite the school committee on the 

accreditation assessment day. 

https://doi.org/10.20884/1.jutif.2022.3.3.347
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SVM is one of the best methods that can be 

used in prediction problems. The SVM concept 

originates from the two-class prediction problem 

which requires positive and negative training sets 

[16] . SVM tries to find the best hyperplane 

(separator) to be separated into two classes and 

maximize the margin between the two classes [17] 

and [18] . In some cases, SVM is proven to have 

high prediction accuracy. For example, the wear 

prediction model for abrasive tools with the results 

of wear experiments shows the prediction accuracy 

of the IHDGWO-SVM model is 92% [19] . The 

prediction of curvature and uniformity coefficients 

in unsaturated laterite soils treated with hybrid 

cement composites and nanostructured mine 

granules, the results are 97% close to accurate [20] . 

Predictive model for coronary artery disease with an 

accuracy of 88% [21] . SVM algorithm with 95% 

accuracy for earthquake early warning prediction 

models [22] . Accuracy is above 95% for prediction 

of cardiac stroke [23] . 

ANN or artificial neural network is one of the 

artificial representations of the human brain which 

always tries to simulate the learning process in the 

human brain. The human brain contains millions of 

nerve cells ( neurons) that process information. Each 

cell interacts with each other to support the working 

ability of the brain. Each nerve cell will have a cell 

nucleus which is responsible for processing 

information. According to information from existing 

research and journals, the ANN Prediction Method is 

widely implemented in scientific analysis methods. 

An example of an ANN implementation that is often 

used in forecasting and prediction. Research results 

[24] Gold price prediction in the Indian commodity 

market with the best MPA results obtained is given 

by the GDM_LCH method with an accuracy value 

of 92.4%. A network model ( ANN ) to predict the 

modulus of elasticity (MOE) of BWC with an 

accuracy value of 98% MAPE so that it can track the 

quality of BWC in the production process [25] . 

ANN analyzes the data, determines how much water 

has been applied to irrigation systems in India, and 

predicts the results to manage water savings [26] . 

The A DEA–ANN model can estimate teaching 

efficiency in Canadian universities. Prediction 

results with ANN can maximize initial predictive 

power [27] . 

K-Nearest Neighbor (KNN) is an algorithm for 

classifying data on an object based on some K 

training data that has the closest distance or closest 

neighbor to the object [9]. KNN is used to classify 

new objects based on attributes and training data 

samples [28] and [29] , following the KNN 

algorithm formula : (a) Proximity is usually 0-1, (b) 

0 means the case is not very good. Similar, whereas 

for one means very similar cases. In research, KNN 

can predict accurately. Prediction of multiplication 

errors in multiplication errors, classification 

assignments in the Data-Driven System with 97% 

accuracy results [30] . The test for predicting heart 

disease with KNN provides a predictive yield of 

69% [31] and an accuracy of 67% [32] . This paper 

proposes predicting the accreditation of PAUD 

institutions with three algorithms, namely Support 

Vector Machines (SVM), Artificial Neural Networks 

(ANN) and K-Nearest Neighbor (KNN). The data 

used comes from 225 institutions in South 

Kalimantan. The proposal with these three 

algorithms aims to test which algorithm is most 

appropriate for predicting accreditation scores 

2. RESEARCH METHODS 

The research methodology consists of 

collecting datasets, building classification models, 

training classification models, testing, and 

calculating performance. Figure 1 shows the flow of 

the research methodology . 

 

 
 

Figure 1. Research Stages 

2.1 . Collection of Data Sets 

The dataset used is data from the accreditation 

results of early childhood education institutions in 

South Kalimantan which consist of public 

kindergartens, private kindergartens and play 

groups. The amount of data used was 225 

institutions, with details of the training data used as 

many as 200 institution data and test data used as 

many as 25 institution data. Data was collected using 

online techniques by accessing 

https://gratis.banpaudpnf.or.id/data/0/150000 [33] . 

2 .2. Formation of Predictive Models 

At this stage, each algorithm is configured 

using several parameters. The aim is to determine 

the effect of parameters on the performance of 

machine learning algorithms that take labeled data as 

input and produce better accuracy in predicting the 

accreditation results of early childhood education 

institutions . 

2 .3. Support Vector Machine (SVM) 

The basic concept of SVM is actually a 

harmonious combination of computational theories 

that existed decades before, such as hyperplane 
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margining which is similar to other concepts [34] . 

SVM is a machine learning algorithm that uses a 

technique by taking labeled data as input and 

producing better accuracy in prediction and 

regression problems [35] . 

SVM concept can simply be explained as an 

effort to find the best hyperplane that functions as a 

separator for two classes in the input space [36] and 

[37] . A pattern that is a member of two classes: +1 

and -1. Patterns belonging to class -1 are denoted in 

red (square), while patterns in class +1 are denoted 

in yellow (circle). The classification problem can be 

translated by trying to find the line (hyperplane) that 

separates the two groups. Various alternative 

dividing lines (discrimination boundaries). Available 

data is denoted while 𝑥𝑖
→ ∈  ℜ𝑑each label is denoted 

𝑦𝑖 𝜖{−1, +1} for i =1,2,....,l , where l is the number 

of data. It is assumed that the two classes –1 and +1 

can be completely separated by the defined 

dimensional hyperplane : 

 

𝑤→. 𝑥→ +  𝑏 = 0  (1) 

 

𝑤 = Normal terrain 

𝑏 = Plane position relative to the coordinate 

center 

 

Patterns 𝑥𝑖
→that belong to class –1 (negative 

sample) can be formulated as patterns that fulfill the 

inequality : 

𝑤→. 𝑥→ +  𝑏 ≤ 1(2) 

 

Currently 𝑥𝑖
→belonging to class +1 (positive 

sample ) 
𝑤→. 𝑥→ +  𝑏  ≥ 1(3) 

The largest margin can be found by 

maximizing the value of the distance between the 

hyperplane and its closest point, which is 1\ ||𝑤→|| . 

This can be formulated as a Quadratic Programming 

problem [37], namely finding the minimum point of 

equation (4), taking into account the limits of 

equation (5) . 

𝑤→𝑚𝑖𝑛𝜏 ( 𝑤) =  
1

2
  ||𝑤→||2𝑦𝑖(𝑤→. 𝑥→ +  𝑏) ≥ 0, ∀𝑖 

This problem can be solved by various 

computational techniques, including lagrange 

multipliers [38] . 

L (𝑤→, 𝑏, ∞) = 
1

2
 ||𝑤→||2– ∑ ∞𝑖

𝑙
𝑖=1 (𝑦𝑖((𝑤→. 𝑥→ +  𝑏) −

1)) 

Where ∞𝑖is the Lagrange multiplier, which is 

zero or positive ( ∞𝑖≥ 0). The optimal value of 

equation (6) can be calculated by minimizing L to 

𝑤→and, maximizing L to ∞𝑖. Taking into account 

the property that at the optimal gradient point L = 0, 

equation (5) can be modified as a maximization 

problem that contains only ∝𝑖 , like equation (6) 

below . 

Maximize: (6) 

∑ ∞𝑖
𝑙
𝑖=1 -

1

2
∑ ∞𝑖 , ∞𝑗

𝑙
𝑖,𝑖=1 𝑦𝑖𝑦𝑗𝑥𝑖

→. 𝑥𝑗
→ 

 

Subject to (7) 

∞𝑖  ≥ 0 ( 𝑖 = 1,2, … , 𝑙) ∑ ∞𝑖
𝑙
𝑖=1 𝑦𝑖= 0 

 

From the results of this calculation obtained 

mostly positive. Data that is correlated with ∞𝑖this 

positive one is called a support vector. 

2 .3. K-Nearest Neighbor (KNN) Algorithm 

K-Nearest Neighbor (KNN ) algorithm is a 

method for classifying objects based on learning 

data closest to objects [39] and [40] . Learning data 

is projected into a multidimensional space, where 

each dimension represents a feature of the data. This 

space is divided into sections based on the 

classification of learning data [41] . A point in this 

space is marked as class c if class c is the most 

common classification found in the k nearest 

neighbors of that point. Near or far neighbors are 

usually calculated based on Euclidean distance with 

the formula as in equation (8). 

 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √∑(

𝑛

𝑥=1

𝑥𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑖 − 𝑥𝑡𝑒𝑠𝑡𝑖𝑛𝑔)2 

 

Where : 

𝑥𝑡𝑟𝑎𝑛𝑖𝑛𝑔
𝑖 = 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑑𝑎𝑡𝑎 𝑡𝑜 − 𝑖, 

𝑥𝑡𝑒𝑠𝑡𝑖𝑛𝑔 = 𝑑𝑎𝑡𝑎 𝑡𝑒𝑠𝑡𝑖𝑛𝑔 

𝑖 =  𝑡ℎ𝑒 𝑖𝑡ℎ (𝑟𝑜𝑤) 𝑟𝑒𝑐𝑜𝑟𝑑 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑎𝑏𝑙𝑒, 
𝑛 = 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑑𝑎𝑡𝑎 

 

At the learning stage, this algorithm only 

performs feature vector storage and classification of 

learning data. In the classification stage, the same 

features are calculated for the test data (whose 

classification is unknown) [42] . The distance from 

this new vector to all learning data vectors is 

calculated, and the nearest K number is taken. It is 

estimated that the newly classified points will be 

included in the most classification of these points. 

The best K value for this algorithm depends on the 

data. In general, a high K value reduces the effect of 

noise on classification, but makes the boundaries 

between each classification more blurred. A good K 

value can be selected by parameter optimization, for 

example by using cross validation. The special case 

where the classification is predicted based on the 

nearest learning data (in other words, K = 1) is 

called the algorithm nearest neighbor algorithm[43] .  

KNN algorithm is greatly influenced by the 

presence or absence of irrelevant features, or if the 

weight of these features is not equivalent in 

relevance to the classification [44] . The KNN 

algorithm has several advantages, namely robustness 

to training data with a lot of noise and is effective 

when the training data is large. While the weakness 
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of KNN is that KNN needs to determine the 

parameter value K (number of nearest neighbours), 

training based on distance is not clear which 

distance should be used and what attribute should be 

used to get the best. results, and computational costs 

are quite high because calculations are required. the 

distance from each query instance to the entire 

training sample. K-Nearest Neighbor (KNN) is a 

method that uses a supervised algorithm where the 

results of a new query instance are classified based 

on the majority of categories in the KNN. The goal 

of this algorithm is to classify new objects based on 

attributes and training samples. The classifier does 

not use any model to match and is based solely on 

memory. Given a query point, it will search for a 

number of K objects or (training points) that are 

closest to the query point. The classification uses the 

most votes among the K object classifications. The 

KNN algorithm uses the neighbor classification as 

the predictive value of the new query instance. 

2 .4. Artificial Neural Network (ANN) Algorithm 

Artificial Neural Network (ANN ) can 

independently define its parameters. ANN or 

Artificial Neural Network was first discovered by 

McCulloch and Pitts in 1943. McCulloch and Pitts 

concluded that combining several simple neurons 

into a nervous system would increase its 

computational ability [45] . The weights in the 

network proposed by McCulloch and Pitts are 

arranged to perform simple logic functions. The 

activation function used is the threshold function 

[46] . 

In general, ANN is formed by a number of 

neurons as information processing units as basic 

operations to carry out their functions or tasks. 

Mathematically, the following equation holds for 

neurons . 

𝜇𝑥 =  ∑ 𝑤𝑘𝑗

𝑝

𝑗=1

𝑥𝑗 

 (4) 

𝑦𝑘 =  𝜑(𝜇𝑘 − 𝜃𝑘) 

 

Where 𝑥1 , 𝑥2 , 𝑥3 … . , 𝑥𝑝 , is the input signal 

𝑤𝑘1 , 𝑤𝑘2 , 𝑤𝑘3 … . , 𝑤𝑘𝑝 is the synaptic weight for the 

neuron, 𝜇𝑘is the output of the linear combination, 

𝜃𝑘is the threshold value, 𝜑( ) is the activation 

function, and is the output signal of the neuron [47] . 

3. RESULTS AND DISCUSSION 

3.1 . Artificial Neural Network (ANN) Method 

Table 1 presents Accreditation Data for Early 

Childhood Education Institutions. This can be 

described regarding the results of the research and 

tests that have been carried out. In addition, it was 

also conveyed regarding the discussion of the 

research and testing that had been carried out. 

Table 1. Quantities of Accreditation Data for Early Childhood 

Education Institutions 

 
Accreditation Predicate 

Amount 

determined 

A B C Total 

A 5.0 0.0 0.0 5.0 

B 0.0 173.0 0.0 173.0 

C 0.0 0.0 47.0 47.0 

Total 5.0 173.0 47.0 225.0 
     

 

 
 

Figure 2. Data Selection Using Widgets 

 
Accreditation results data that has gone 

through the preprocessing stage are then tested to get 

the best predictive model for accreditation of early 

childhood education institutions. The prediction 

model that has been tested and evaluated using the 

test data set on the orange application. Based on 

Figure 2 the data selection process using the t widget 

, first select the column whose accreditation 

predicate is target data, content standards, process 

standards, graduation standards, teaching staff 

standards, infrastructure standards, management 

standards, financing standards and assessment 

standards with numeric types, features role. 

 

3. 2 . SVM Method Calculation 

 

The working principle of SVM is based on the 

Structural Risk Minimization ( SRM ) principle, 

which aims to produce the best hyperplane that 

separates the input space into two classes. In simple 

terms, the basic principle of this method is a linear 

classifier or directional grouping, which is then 

developed so that it can work in linear problems. 

This principle itself is a good combination or blend 

of computational theory that has been developing for 

a long time. before SVM [48] . Figure 3 is an 

experiment to calculate the predictive value of 

accreditation using the SVM method using orange 

software with a value with a cost variable of 1, an 

epsilon regression loss of 0.10 using the RBF kernel, 

optimization of the numerical tolerance parameter of 



Noripansyah, et. al, Accreditation Prediction of Early …   651 

0.0010 and limiting iterations of 100 and the results 

obtained 

 

 
Figure 3. Accreditation prediction model with SVM 

 

Table 2. The results of prediction calculations 

using the SVM method yield Area Under Curve 1, 

CA 0.964, F1 0.963, Precision 0.966 and Recall 

0.964. Area Under Curve (AUC): is a measure used 

to evaluate the performance of a classification 

model. A perfect AUC value is 1, while an AUC 

value of 0.5 indicates the same model performance 

as random guessing. In this case, the SVM model 

produces an AUC value of 1, which indicates that 

the model has very good performance. CA (Correct 

Accuracy): is the percentage of correct classification 

of all observed cases. In this case, the SVM model 

produces a CA value of 0.964 or 96.4%, which 

indicates that the model is able to correctly classify 

96.4% of all observed cases. F1-score: is the average 

harmonic measure of precision and recall. The F1-

score takes both of these metrics into account and is 

useful in situations where there is a trade-off 

between precision and recall. In this case, the SVM 

model produces an F1-score of 0.963, which 

indicates that this model has a good balance between 

precision and recall. Precision: is a measure of how 

often a model returns true positive results. In this 

case, the SVM model produces a precision value of 

0.966, which indicates that the model has a good 

ability to predict positive results correctly. Recall: is 

a measure of how often the model can identify 

overall positive results. In this case, the SVM model 

produces a recall value of 0.964, which indicates 

that the model has a good ability to identify overall 

positive results. 

 
Table 2 . The results of prediction calculations with the SVM 

method 

AUC ca FI precision remember 

     

1,000 0.964 0.963 0.966 0.964 

     

 

3. 3 . KNN Calculation Method 

KNN classifies and predicts objects based on 

learning data ( training data ) that are closest to the 

object. The goal of the KNN algorithm is to classify 

new objects based on attributes and samples from 

the training data. The KNN algorithm will find the k 

closest training examples in the feature space and 

use the average of those closest features to make 

predictions. Calculation of predictions for 

accreditation of early childhood education 

institutions using the KNN method using the number 

of neighbors, five Encludian metrics and uniform 

weights using the orange application. 

 

 
 
Figure 4. Accreditation Prediction Model with KNN 

 

Table 3 The results of calculations using the 

KNN method yield Area Under Curve values of 

1,000, CA 1,000, F1 1,000, precision 1,000 and 

Recall 1,000. 

 
Table 3 . The results of prediction calculations using the KNN 

method 

AUC ca F1 Precision 

1,0000 1,000 1,000 1,000 

 

Table 3 shows that the results of calculations 

using the KNN method produce Area Under Curve 

(AUC), CA, F1, precision, and recall values of 

1,000. This shows that the KNN model used is very 

accurate in predicting the target class. However, to 

be able to ensure the accuracy of the model, a more 

complete evaluation needs to be carried out, such as 

conducting cross-validation and testing on test data 

that has never been seen before. Apart from that, it is 

also important to consider other aspects such as the 

interpretation of the results and the relevance of the 

model to the problem to be solved. In this case, if the 

results of further evaluation also show a high level 

of accuracy, then the KNN model can be considered 

a good model for predicting classes. target on a 

given dataset. 

 

3.4 Calculation of the Artificial Neural Network (ANN) 

Algorithm method 

Each ANN model has an input layer that acts as 

an information medium in the form of data related to 

the desired output [49] . This input layer consists of 

several neurons that represent the variables or 

parameters needed to solve a problem. The input 

layer will pass this data to the next neuron in the 

hidden layer or output layer through a series of 

weights [50] . This weight is the link from each 
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neuron to other neurons in the next layer, which will 

help adapt the ANN structure to a given data pattern 

by leveraging learning. In the learning process, the 

weights will be updated continuously until one of 

the number of iterations, errors and processing time 

is reached [51] . This is done to adjust the ANN 

structure to the desired pattern based on certain 

problems that will be solved using ANN . The next 

experimental process uses the ANN method with 100 

neurons in the hidden layer, relu activation, adam 

splitting, iteration regularization a = 1000 and the 

maximum number of iterations is 200, producing the 

following calculations. 

 

 
Figure 5. Accreditation Prediction Model with ANN 

 
Table 4 Calculations using the ANN method 

produce an Area Under Curve value of 0.995, CA 

0.964, F1 0.963, precision 0.966 and Recall 0.964. 

 
Table 4 . The results of prediction calculations with the ANN 

method 

AUC ca FI precision 
 

     

0.995 0.964 0.963 0.966 
   

 

From the calculation results in Table 4, the 

AUC value of 0.995 indicates that the model has a 

very good ability to distinguish between positive and 

negative classes. In addition, the high CA, F1, 

precision , and recall values also indicate that this 

model has good performance in making predictions. 

However, keep in mind that model evaluation results 

may vary depending on the dataset and evaluation 

metrics used. 

 

3.5 Performance Comparison  

Classification performance can be calculated 

using several formulas. The results can be values for 

accuracy, precision, and recall, usually expressed as 

a percentage. Table 5 shows a performance 

comparison between the KNN, SVM , and ANN 

algorithms . For the KNN algorithm, this study 

chose KNN with Euclidean distance and five 

neighbors, because it has the best performance 

compared to KNN with other parameters. As for the 

SVM algorithm , this study chose SVM with the RBF 

kernel because it has the best performance among 

SVM with other parameters. Figure 6 shows a 

performance comparison graph between the KNN, 

SVM , and ANN algorithms 

 
Table 5. Prediction Comparison  

method AUC ca FI precision 

SVM 1,000 0.964 0.963 0.966 

KNN 1,000 1,000 1,000 1,000 

ANN 0.995 0.964 0.963 0.966 

 

Table 5 and figure 6 show the results of a 

performance comparison with the results of the 

KNN method which is very suitable for predicting 

accreditation data for early childhood education 

institutions in South Kalimantan which results in 

calculating an AUC value of 1,000 CA 1,000 FI 

1,000 Precision 1,000 and remembering 1,000. The 

predicted results of calculations using the KNN 

method are more accurate than the SVM and ANN 

methods in the short-term traffic prediction 

experiment [52], KNN provides more accurate 

results with an average error proportion of 14.348 

and an R-square value of 0.948 compared to SVM 

and ANN. Research by [53] KNN can recognize 

symbols from a small sample accurately with a score 

of 99.8% in a comprehensive study of the various 

approaches and techniques used to develop sign 

language lessons. Other related studies have also 

compared the SVM, KNN and ANN methods, 

namely research predicting breast cancer detection 

by [54] where ANN is superior with a predictive 

value of 97% and SVM 91%. The classification of 

the ripening level of oil palm with the results using 

the superior ANN method is 93% [55]. That the 

prediction model for accreditation of early childhood 

education institutions needs to be tested using 

machine learning methods or other prediction 

techniques. 

 

 
Figure 6. Performance comparison 

 

The K-Nearest Neighbors (KNN) algorithm is a 

machine learning algorithm used for classification 

and regression. In simple terms, the KNN algorithm 

compares new data with existing data in the 

database. In research on accreditation of PAUD 
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institutions, the KNN algorithm can be used to 

predict the accreditation of an PAUD institution 

based on the attributes possessed by the institution. 

On the other hand, Artificial Neural Network (ANN) 

and Support Vector Machine (SVM) are also 

machine learning algorithms that can used for 

classification and regression. ANN and SVM have 

their own advantages in modeling and predicting 

data. 

The results agree with that in a 2020 study 

published in the journal "Expert Systems with 

Applications", the authors compared the 

performance of KNN, SVM, and ANN in predicting 

stock prices. The results show that SVM has better 

performance than KNN and ANN [46] and a 2020 

study comparing the performance of KNN, ANN, 

and SVM in recognizing breast cancer patterns. The 

results show that SVM has better performance than 

KNN and ANN [47] . 

4. CONCLUSION 

Accreditation prediction is a useful lesson for 

early childhood education institutions. With 

predictions, institutions can assess the quality of 

their services. By looking at the prediction results, 

the Institute can improve actual accreditation in the 

future by improving accreditation instruments and 

data and information collection instruments, 

preparing all accreditation documents and other 

supporting information. If the institution wants the 

prediction results to be as perfect as possible, then it 

must carefully consider the algorithmic methodology 

used during the accreditation process. Machine 

learning is one of the most widely used applications 

of AI for learning patterns and making predictions. 

The results of this experiment evaluate three 

machine learning algorithms, namely SVM, KNN 

and ANN . Using data from 75% and 25% of 

accredited South Kalimantan PAUD institutions. 

The performance of the KNN algorithm using 

Euclidean distance and five neighbors is superior to 

SVM and ANN . KNN results obtained 100% results 

with Area Under Curve values (1,000), CA (1,000), 

F1 (1,000), precision (1,000), and recall (1,000). 

By making predictions, institutions can 

improve actual accreditation in the future by 

improving accreditation instruments and data and 

information collection instruments. Machine 

learning is one of the AI applications that can be 

used to learn patterns and make predictions, and the 

experimental results show that the KNN algorithm 

using Euclidean distance and five neighbors is 

superior to SVM and ANN . KNN results show very 

good performance with a value of 100% for Area 

Under Curve , CA , F1 , precision and recall . 

Therefore, using the KNN algorithm with Euclidean 

distance and five neighbors can be used as a 

recommendation to predict the accreditation of early 

childhood education institutions in the future. 
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