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Abstract

Cheats are a way for players to gain an unfair advantage. The rise of cheats in online games encourages game producers to increase the security of their games by implementing an anti-cheat system. However, the currently widely circulated anti-cheat system only monitors incoming and outgoing raw data. With the widespread use of image detection systems, we can fool most of today's anti-cheat systems. This can be done by capturing the image that appears on the screen and then processing it through the image detection system. From the process, it can be seen whether there are opponents that appear on the screen. If there is, the program will move the mouse to the place where the enemy is and shoot it. This program is built on the core of the YOLOv4-tiny image detection system.
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DETEKSI CITRA PADA PROGRAM AIMBOT MENGGUNAKAN YOLOV4-TINY

Abstrak
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1. INTRODUCTION

As technology develops, games are becoming more and more popular. One of these game genres is FPS (First Person Shooter). In this game, players are required to be able to move the mouse quickly, agilely, and accurately in order to beat other players. However, not all players can do that well enough. Some of them even rely on cheats to gain an unfair advantage over their opponents. There are many kinds of cheats.

One of the many kinds of cheats that exist is aimbot. Aimbot is a computer program designed to help players target their opponents automatically. Most of the existing cheats make changes to the raw data that goes in and out when the game in question is being run by taking advantage of weaknesses in the game's security system.

Game developers use many ways to quell existing cheats[1], one of which is by implementing a system to detect suspicious incoming and outgoing data flows and strengthen the existing security system in their games. Players who are found to have used cheats will be punished according to the provisions that apply to each game. This anti-cheat system is complete enough to crush the cheats that roam around.

Therefore, to find a way to outsmart the current anti-cheat system, and to encourage the advancement of security technology in existing games, a cheat is made that does not change the raw data in the game in question.

In this program, an aimbot application will be made without being detected by the existing security system by creating a program that can take images that appear on the screen and then process them on an image detection algorithm that will determine whether there are enemies in the image. When the program detects an enemy, the program then sends an input signal to the computer to move the cursor.
towards the enemy. Thus, the aimbot program is created without the need to read and change the raw data that enters and exits the game in question.

Aimbot is a program that is often used in multiplayer shooting games where users can target their opponents automatically[2]. This gives users a great advantage as they don’t have to move the mouse quickly and precisely to outperform their opponents.

In the development process, Python is the programming language that is most often used in machine learning thanks to its developers and community who have created many useful libraries for scientific calculations and machine learning[3]. Python was chosen because the YOLO algorithm used in this program was created using Python. Python itself has various modules that can be combined. In this program, the Multiple Screen Shots (MSS) module is used to capture the screen and pyautogui to move the mouse. MSS was chosen because of its fast process and can be integrated with other modules such as Python Image Library (PIL) and NumPy. Pyautogui was chosen because it has various options on mouse movement.

You Only Look Once (YOLO) is an algorithm for detecting an object contained in an image or video. YOLO itself uses Convolutional Neural Networks as the main structure[4], [5]. YOLO was chosen because this neural network architecture works faster than other detection methods[6]. The YOLO version used in this application is YOLOv4-tiny. This version was chosen because the available hardware is not strong enough to run the YOLOv4 version[7], [8].

2. METHOD

The research method used in this study can be seen in Figure 1.

![Figure 1. Research Method.](image)

2.1. Identification of problems

The main problem with existing cheats is that the operating methods do not differ much from each other[9], [10]. This makes the existing security system in a game can detect it easily. Therefore we need a new method that cannot be detected by the security system.

2.2. Data collection

In the data collection process, the default dataset in YOLOv4-tiny is used. This dataset has been through a training process so that it can be directly used in the program to be created. This dataset contains common objects that are commonly found, one of which is human objects. This human object will later be used to detect opponents in the program to be created.

2.3. Program Development

In the development process, several methods were found that were suitable to be applied to this program, namely the MSS module to capture images on the screen quickly and the PyAutoGUI module to move the mouse.

Images that have been captured by MSS will be processed by OpenCV to be cut and compressed. The image is then processed using the YOLOv4-tiny neural architecture network. The result of the processed image will be sent to the python program to convert it into mouse input using PyAutoGUI.

MSS stands for Multiple Screen Shots and is a module in python that can capture images that appear on the screen. MSS is very light and fast compared to other image capture modules. MSS itself also integrates well with OpenCV.

PyAutoGUI is a module in python that can provide input, either keyboard or mouse, to the computer[8]. This allows the python application that we create to interact with other applications. In PyAutoGUI, there is a fail-safe function to pause each PyAutoGUI call. To ensure the program can send mouse input quickly and continuously, this fail-safe feature is disabled at the start of the program.

2.4. Program Testing

This stage is carried out to test whether the program created can work as expected. Testing is done by running the program while the game is running and seeing if the program can detect the opponent and move the cursor towards the opponent.

The test was carried out on a Lenovo brand laptop with the IdeaPadS340 model with an AMD Ryzen 5 3500U Processor with a Radeon Vega Mobile Gfx 2.10 GHz GPU which has a RAM size of 8 GB.

The game used to be tested is Counter Strike: Condition Zero. This game was chosen because it is an old game so it does not require a lot of memory and computational processes to run, given the limitations of existing hardware and the need for a fairly large computational process by the program created.

3. HASIL DAN PEMBAHASAN

3.1. Network Structure

YOLOv4-tiny uses CSPDarknet53-tiny on its backbone network using the CSPBlock module found in the cross stage partial network, replacing the ResBlock module in the residual network. The CSPBlock module divides the feature map into two parts, and combines the two parts with a cross-stage residual edge. This allows gradient paths to be spread over two different network paths to increase the
correlation difference contained in the gradient information. The CSPBlock module can strengthen the learning ability of convolutional networks compared to the ResBlock module by increasing the calculation time of about 10-20%, this process increases accuracy. To reduce the number of calculations that exist, this process eliminates the computational bottleneck that has a lot of computations in the CSPBlock module. This increases the accuracy of the YOLOv4-tiny method in the case of constant or reduced computations[11], [12].

YOLOv4-tiny uses the LeakyReLU function as an activation function on CSPDarknet53-tiny without using the Mish activation function used in YOLOv4[13]. The LeakyReLU function can be seen in equation 1

\[
y = \begin{cases} 
  x_i & x_i \geq 0 \\
  \alpha_i x_i & x_i < 0 
\end{cases}
\]

(1)

Where : \( \alpha_i \in (1, +\infty) \) constant parameters.

As part of the feature aggregation, the YOLOv4-tiny method uses the pyramid network feature to extract feature maps with different scales to increase object detection speed, without using spatial pyramid pooling and path aggregation networks used in the YOLOv4 method. YOLOv4-tiny itself uses feature maps with different sizes, namely 13x13 and 26x26 to predict the detection results[13], [14]. If the input size is 416x416 and the feature classification is 80[15], the YOLOv4-tiny structure can be shown in Figure 2.

![YOLOv4-tiny structure](image)

3.2. Prediction Process

The prediction process in YOLOv4-tiny is the same as the method used in YOLOv4[12][13]. All inputs obtained will be resized to be uniform. Then the input image will be divided into a grid of SxS size. on each grid there is a bounding box totaling B which is used to detect objects. This causes the program to give an output of SxSxB for each image obtained. If the center of an object is in a grid, then the bounding box in the grid will predict the object.

To reduce redundancy in the prediction process, a confidence threshold is created. If the confidence value of a bounding box is greater than the confidence threshold, the bounding box will be saved[16]. If the confidence value is lower, the bounding box will be deleted. The formula for calculating the confidence value of a bounding box can be seen in equation 2.

\[
C_i^t = P_{i,j} \times IOU_{\text{truth}}^{\text{pred}}
\]

(2)

Where:
- \( C_i^t \): confidence value of bounding box ke-j grid i.
- \( P_{i,j} \): object function value.

If the value the object in the box j is 1 in grid i, \( P_{i,j} \) - otherwise, \( P_{i,j} = 0 \). \( IOU_{\text{truth}}^{\text{pred}} \) represents the cross between the existing shading between the predicted box and the ground truth box. The higher the objectness value obtained, the closer the predicted box will be to the ground truth box. The loss function used in YOLOv4-tiny is the same as in YOLOv4. The loss function itself consists of three parts which can be stated in equation 3.

\[
\text{loss} = \text{loss}_1 + \text{loss}_2 + \text{loss}_3
\]

(3)

With \( \text{loss}_1 \) as the confidence loss function, \( \text{loss}_2 \) as a classification loss function, and \( \text{loss}_3 \) as a bounding box regression loss function[17].

The problem that arises when adapting a domain using a discriminator is that the discriminator assigns the same importance to different samples. This makes some parts difficult to transfer and can cause negative values to appear. To solve this problem, the CDAN method is used which applies entropy to the network which can be seen in equation 4.

\[
\text{loss}_1 = -\sum_{i=0}^{S^2} \sum_{j=0}^{B} W_{ij}^{\text{obj}} \left( C_i^t \log (C_i^t) + (1 - C_i^t) \log (1 - C_i^t) \right) - \lambda_{\text{noobj}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} \left( 1 - W_{ij}^{\text{obj}} \right) \left( C_i^t \log (C_i^t) + (1 - C_i^t) \log (1 - C_i^t) \right)
\]

(4)

Where \( S^2 \) is the number of grids in the input image, B is the number of bounding boxes in a grid, \( W_{ij}^{\text{obj}} \) is a function on the object. If bounding box j in grid i detect object, then the value \( W_{ij}^{\text{obj}} \) is 1. Otherwise \( W_{ij}^{\text{obj}} = 0 \). \( C_i^t \) is a confidence score in the predicted box dan \( C_i^t \) is confidence score in the truth box. Whereas for \( \lambda_{\text{noobj}} \) is a weight value.
The classification loss function itself can be seen in equation 5

\[
loss_2 = -\sum_{i=0}^{S^2} \sum_{j=0}^{S^2} W_{ij}^{obj} \sum_{c=1}^{C} \left[ \hat{p}_i^j(c) \log (p_i^j(c)) - \left(1 - \hat{p}_i^j(c)\right) \log \left(1 - p_i^j(c)\right) \right]
\]

(5)

Where \( p_i^j(c) \) as the predictive probability and \( \hat{p}_i^j(c) \) as the probability of the truth of the objects included in the \( c \) classification that are in the bounding box \( j \) and grid \( i \).

For the bounding box regression loss function, it can be seen in equation 6.

\[
loss_3 = 1 - IOU + \frac{\rho^2(b, b')}{C^2} + \frac{16}{\pi^2} \left( \frac{\arctan \frac{h}{w}}{\arctan \frac{h'}{w'}} \right)^4
\]

(6)

Where:

- \( IOU \) as shading above the unit between the predicted bounding box and the truth bounding box.
- \( w^{gt} \) and \( h^{gt} \) as the width and height of the truth bounding box.
- \( w \) and \( h \) as width and height predicted bounding box.

\( \rho^2(b, b') \) shows the Euclidean distance between the midpoints of the predicted bounding box and the truth bounding box.

\( C \) as the minimum diagonal distance between a box that can contain a predicted bounding box and a truth bounding box.

The first step that needs to be done in implementing this application is to prepare the dataset. The dataset used is the default YOLOv4-tiny dataset that has gone through the training process. Once the dataset is ready, the program can be run. When the program is running, a small screen will appear to monitor the ongoing detection. On this screen, a bounding box will appear showing what and where the detected object is. In addition, the program detection speed in frames per second will also appear on the terminal. The display screen along with the terminal can be seen in Figure 3.

After testing the program on the game Counter Strike: Condition Zero, it is known that the program can run smoothly with speeds ranging from 18-20 fps. The program can also detect enemies that appear and shoot them automatically. The average percentage of detection success obtained from 5 different maps is 50.56%. This value is obtained by calculating the average number of times the opponent is detected by the program manually within 5 minutes on each map. The percentage of detection success on 5 different maps can be seen in Figures 4, 5, and 6.

- Figure 4. The number of enemies that appear on the screen for each map
- Figure 5. Number of enemies detected by the program on each map

3.3. Evaluation
From the data obtained, it can be concluded that the Quarry map has the largest detection percentage, while the Nuke map has the smallest detection percentage. This is influenced by the existing texture on the map. Some places on certain maps have a texture that resembles the texture of the opponent so that the program is difficult to distinguish between the two, as can be seen in Figure 4.

In addition to similar textures, in certain places on the map there are places that have minimal lighting. This also greatly affects the detection as can be seen in Figure 5.

Another problem that arises in this program is that the program has difficulty recognizing enemies that are at a distance. This is because the program compresses the captured image which causes the enemy’s image to become blurred so that the YOLOv4-tiny algorithm cannot recognize the enemy as shown in Figure 6.

Another problem that arises is that the program sometimes detects objects incorrectly. An object that is not an opponent is sometimes detected as an opponent. This results in players sometimes shooting at the ground or walls that are considered enemies. The program also often makes players shoot their own friends because they too are detected as humans. This can be seen in Figure 7 and Figure 8.
Another problem that arises is that the program prioritizes detecting other objects that are not opponents. This happens because the dataset is still general and has not been specific to human-shaped objects. This causes a drastic decrease in accuracy on maps that have a lot of common objects as happened on the Train map as can be seen in Figure 9.

In addition, the program also experienced a significant decrease in performance when detecting more than 1 opponent. This is because the non-maximal suppression (NMS) process used when the program detects an object really drains a lot of computer performance, which results in decreased detection speed [9].

4. CONCLUSION

The problems that arise as well as heavy hardware requirements make this program can not be used smoothly on common devices. In the future, further development is needed to perfect this program to increase the speed and accuracy of detection. The testing process is better by using more adequate hardware to increase the possibility of enemy detection without sacrificing detection speed. For further development in the future, optimization can be done by creating its own dataset specifically for detecting human objects. This is necessary so that the program can recognize character objects more optimally and to reduce errors when the program performs the detection process. In addition, a more effective method can be found in applying the non-maximum suppression process to speed up the image processing when an enemy is detected and create a system to distinguish friend and foe so that incidents of shooting teammates can be avoided.
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