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Abstract 

 

Student grades are a relevant variable for predicting student academic performance. In achieving good and quality 

student performance, it is necessary to analyze or evaluate the factors that influence student performance. When 

a educator can predict students' academic performance from the start, the educator can adjust the way of learning 

so that learning can run effectively. The purpose of this research is to study how it is applied to determine the 

interrelationships between variables and find out which variables have an effect, then use it as a feature selection 

technique. Then, researchers review the most popular classifier, Gaussian Naïve Bayes (GNB). Next, we survey 

the feature selection models and discuss the feature selection approach. In this study, researchers will classify 

student grades based on existing features to evaluate student performance, so it can guide educators in selecting 

learning methods and assist students in planning the learning process. The result is that applying Gaussian Naïve 

Bayes (GNB) without feature selection has a lower accuracy of 10.12% while using feature selection the accuracy 

increases to 10.12%. 
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1. INTRODUCTION 

Students' academic achievement in schools is 

extensively researched to address underachievement, 

delays in graduation, and other challenges [1]. In 

simple terms, student performance refers to the extent 

to which short-term and long-term goals are achieved 

in education [2]. However, academics measure 

student success from various perspectives, starting 

from final grade and student activity both inside and 

when participating in school activities such as 

extracurriculars [3]. The literature offers many 

computational efforts that seek to improve student 

performance in schools, especially those driven by 

data mining and learning analytic techniques [4]. 

However, there is still confusion regarding the 

effectiveness of existing technology and witty 

models. Precise classification of student performance 

enables the detection of underperforming students, 

thereby empowering educators to intervene early 

during the learning process and implement the 

necessary interventions. Advantageous interventions 

include, but are not limited to, student advising, 

monitoring of performance progress, development of 

intelligent tutoring systems, and policy-making [5]. 

This effort has been greatly driven by computational 

advances in data mining and learning analytics [6]. 

The lack of analysis that investigates the 

classification of student performance using student 

outcomes has motivated researchers to pursue the 

aims of this study. In a systematic literature review 

(i.e., SLR), the step-by-step protocol is executed to 

identify, select, and rate studies synthesized to answer 

specific research questions [2]. Here the researcher 

must deeply understand the intelligent approaches 

and techniques developed to predict student learning 

outcomes, which represent student academic 

performance. One way is to determine the dominant 

predictors (eg, factors and features) of student 

learning outcomes based on evidence from the 

synthesis. Identify research challenges and 

limitations facing current intelligent techniques for 

predicting academic performance using learning 

outcomes. 

Therefore, the final grades of students remain an 

important thing to predict. The classification results 

can be used as a reference for schools in the process 

of making policies related to improving the quality of 

education in the future. Classification results can also 

be used as an initial evaluation of students in 

preparation for the actual test to get optimal results 

later [7]. 

This study utilizes the Gaussian Naïve Bayes 

algorithm with feature selection to classify the grades 

obtained by students so that educators intervene early 

during the learning process and apply the necessary 

interventions. This research will look for the best 

accuracy value of the Gaussian Naïve Bayes 

algorithm with and without feature selection. The 

purpose of this research is to compare the accuracy of 

the classification model pattern so that it can be the 

basis for decision-making for educators so that 

students can improve their academic achievement. 
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2. METODE PENELITIAN 

The processes and structures involved in the 

research are broadly shown in Figure 1. 

 

 
Figure 1. Research Overview 

 

To uncover patterns or possibilities in various 

data sets, this study used data mining, feature 

engineering, and feature selection approaches. In a 

word, it is the research of a model to predict student 

grades. Selection of the best features from existing 

data using chi from the scikit-learn library to choose 

the best features; training a Gaussian Nave Bayes 

model with 60% of data in dataset and 10-fold cross-

validation; and confusion matrix analysis to verify the 

model's performance accuracy. As indicated in Figure 

1, the phases in this study comprised seven processes: 

data collection, data pre-processing, feature 

engineering, feature selection, dataset division into 

training and testing, algorithm implementation with 

cross validation, and evaluation. 

2.1. Collecting Data 

The main contribution of this research is to 

implement this elegant learning algorithm on the data 

set from the UCI machine learning repository to 

observe the best available model. Student data is the 

data used in classification and obtained from UCI [8]. 

The data that will be used has 20 features and 395 

data. The description of the attributes and dataset (see 

Table 1) used is as follows: 

1. Gender - Male/female 

2. Age - (in years) 

3. Address - Urban / Rural 

4. Family Size - (number of people in the family) 

5. Status of Parents - Living together/separated 

6. Mother's Education 

7. Father's education 

8. Mother's job 

9. Father's job 

10. Family Relations - (from 1-very bad to 5-very 

good) 

11. Health - (from 1-very bad to 5-very good) 

12. Absences - The number of student absences 

13. Internet - Yes / No (home access) 

14. Free Time - (from 1-very little to 5-very much) 

15. Playing Time - (from 1-very little to 5-very 

much) 

16. Extracurriculars - Yes/no 

17. Study Time - Weekly study hours 

18. Grades1 

19. Grades2 

20. Grades3 

 
Table 1. Dataset 

Features Value …. Value 

Sex F … M 

Age 18 … 19 
Address Urban … Urban 

Sizefam More than  3 … Less than  3 

StatusParent Apart … Together 
Mother’s Edu University … Elementary 

Father’s Edu University … Elementary 

Mother’s Job Housewife … Other 
Father’s Job Teacher … Other 

FamRelations 4 … 3 

Health 3 … 5 
Absences 6 … 5 

Internet No … Yes 

Free Time 3 … 2 
Playing Time 4 … 3 

Extracurriculars No … No 

Study Time 2 - 5 hours … < 2 hours 
Grades1 25 … 40 

Grades2 30 … 45 

Grades3 30 … 45 

2.2. Preprocessing Data 

Different types of problems affect the success of 

data mining on a particular problem. Two major and 

important issues are representation and data set 

quality. Knowledge discovery becomes a very 

difficult problem, especially if redundant and 

irrelevant or distracting and unreliable information is 

presented [9]. It is well known that machine learning 

tasks require significant processing time depending 

on the preparation of the data. In this study, the 

researcher used the control of the missing data values 

for the names of the classes such as the student 

records high dimensional variance deviations and 

unbalanced data. Therefore pre-processing 

techniques are used to prepare the data to improve the 

performance of the classification system [10]. 
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2.3. Train-Test split 

Evaluation of machine learning models with 

train/test splits is suitable for large datasets. The 

train/test split divides the dataset into a train set and a 

test set, or in other words, the data used for the 

training and testing processes are different data sets. 

This train/test split method will provide more 

accurate results for new data or data that has never 

been trained [11,12]. Because data testing is not used 

to train the model, the model does not know the 

outcome of the data [12]. It is called out-of-sample 

testing. A model is said to be good if it has high 

accuracy or is well for out-of-sample data because the 

primary purpose of making a model is to predict data 

correctly for which the outcome is unknown. The data 

in this study will be divided by 60% for training data 

and 40% for testing data. This data division aims to 

split the data into testing and training data so that the 

data can be evaluated more deeply. The researcher 

uses a 60:40 ratio to avoid overfitting which is a 

training condition where the test results on the trained 

data are excellent but tested by other data that is not 

used in training is very bad. 

2.4. Feature Extraction 

Model features are data that machine learning 

(ML) models use to make predictions during training 

and inference. The accuracy of machine learning 

models depends on the correct sets and combinations 

of features. Feature extraction and classification 

algorithms are an important part of classification 

work, which has a direct impact on the classification 

effect. For sample, in an application that recommends 

the best sellers the best items, and the others. Creating 

features requires extensive engineering effort [13]. 

Feature Extraction involves extracting and 

transforming variables from raw data such as price 

lists product details and sales volumes so that 

researchers can use the features for training and 

validations [13,14]. The steps required to design a 

feature include extracting and cleaning data and 

creating and storing features. 

2.5. Univariate Feature Selection 

Feature selection is an efficient data pre-

processing technique in data mining to reduce data 

dimensions [15,16]. Identifying relevant features 

helps remove unnecessary and redundant attributes 

from the dataset and provides faster and better results. 

The univariate filter method is a type of method in 

which particular criteria are used to sort individual 

characteristics, and then the top N features are 

selected. For the univariate filter method, different 

types of ranking criteria are used such as fishery 

grades, mutual information, and feature variance. In 

the paper, the researcher selects the best features from 

the original feature total using the chi-square method. 

Chi is a statistical test that measures the 

independence of features from class labels. It is a two-

way metric. Form [17] notes that this test can act 

erratically when the feature count is low to 

predictability. With unbalanced dataset classes, this 

approach is relatively popular. To select the desired 

number of features with the best Chi-square grade, we 

measure the Chi-square between the target and each 

feature. 

2.6. Classification 

In Data Mining, there are various methods of 

classifying. Classification is an activity to find a 

model or function that can distinguish concepts or 

data classes for particular purposes [18]. 

Classification is the process of finding a model that 

explains or differentiates the concept of data, 

intending to be able to estimate which class the label 

is unknown [19]. The purpose of the classification 

algorithm is to predict a new class from a dataset that 

has a class [20,21,22]. Classification is a systematic 

grouping of objects, ideas, books, and other objects 

into particular groups or categories based on the same 

characteristics. In classification, there are two main 

jobs to be carried out, namely building a model as a 

prototype to be stored as memory and using it to 

perform recognition/classification/prediction on 

another data object so that it is known which group 

the data object belongs to in the model that has been 

stored. 

2.7. Naïve Bayes Algorithm 

The Naïve Bayes algorithm is a simple 

probabilistic algorithm in a classification technique 

that obtains its probability value based on calculating 

the frequency and combination values of related 

collections [16]. Naïve Bayes classifier is a 

probabilistic machine learning model that is used to 

classify based on Bayes' theorem [22,23]. This 

algorithm assumes that all attributes are independent 

[24]. Naïve Bayes works by predicting the probability 

that a data sample belongs to a particular class. The 

given data vector is in class C, referred to as the 

posterior probability, and is denoted by 

P(C|F1...Fn)[25].  Therefore, Equation 1 is applied 

[25]. 

𝑃(𝐶|𝐹1. . . . 𝐹𝑛) =
P(C).P(F1....Fn|C)

P(F1....Fn)
 (1) 

 

In Equation 1, the variable C is the class and the 

variable F1...Fn represents the characteristics needed 

to carry out the classification. Therefore, the 

probability of matching the data with a particular 

characteristic in class C (posterior) is the probability 

that class C appears multiplied by the sample 

probability of the characteristic in class C (likelihood) 

and then divided by the probability of the sample 

characteristic globally (evidence). 
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2.8. Gaussian Naïve Bayes 

For features or attributes of numerical data type, 

the Gaussian distribution is usually chosen to 

represent the conditional probabilities of the 

continuous nature of the class, P(Xi|C), while the 

Gaussian distribution is characterized by two 

parameters: the mean, µ, and the variance, ơ2. For all 

CJ classes, the conditional probability class is yj [26]. 

Equation 2 is applied as follows: 

𝑃(𝑋𝑛 =  𝑥𝑛|𝑌 = 𝑌𝑗) =  
1

√2𝜋𝜎𝑖𝑗
𝑒

−
(𝑋𝑖−𝜋𝑖𝑗)

2𝜎2𝑖𝑗  (2) 

Explanation : 

P : Probability 

Xn : The nth feature 

xn : Value of the nth feature 

Y : The class you are looking for 

µ : Mean, the average of all features. 

σ : Standard deviation, stating the variance of all 

attributes. 

2.9. Cross Validation 

CV (cross-validation) is a statistical method 

used to evaluate the performance of a model or 

algorithm where the data is divided into two sections: 

training data and validation/evaluation [27,28]. A 

model or algorithm is trained by section training and 

validated by section validation. The choice of CV 

type (cross-validation) is based on the size of the data 

set. The CV (cross-validation) K double is usually 

used because the computation time can reduce the 

accuracy of the maintained estimate and it was 

developed because the previous model found a 

weakness. 

2.10. Matrix Evaluation 

This study tested model evaluation parameters 

including sensitivity specificity and Matthews 

correlation coefficient (MCC) [29]. The percentage of 

subjects classified correctly represents the accuracy 

in the training or test dataset, whereas the sensitivity 

represents the difference in the number of subjects 

classified correctly when it contains data on correctly 

classified student grades [30]. 

 
Table 2. Confusion Matrix 

Actual Value 

Predicted 

Value 

 
Positive Negative 

 Positive TP FP 

Negative FN TN 

 

Table 2 displays the ratio of correct absolute 

predictions (TP) to the number of positive data 

samples (sensitivity) and the total number of positive 

predictions (precision), as well as the ratio of correct 

negative predictions (TN) to the number of negative 

data specimens (specificity) and the total number of 

negative predictors (negative predictive value. 

3. RESULT 

3.1. Data Labeling Using Feature Extraction 

 
Figure 2. Labeling Process Using Feature Extraction 

 

Data labeling is the process of adding one or 

more meaningful and informative labels to identify 

raw data and provide context for training a machine 

learning model. For example, a tag might indicate the 

presence of spoken words in a photo such as a bird or 

a car footage. Here the researcher uses the average 

value of features in Grade 1, Grade 2, and Grade 3 to 

produce a new one. The process can be seen in Figure 

2, and the results of the averaging process (Grades 

Mean) can be seen in Table 3. 

 
Table 3. Dataset With New Feature 

Features Value …. Value 

Sex F … M 

Age 18 … 19 
Address Urban … Urban 

Sizefam More than  3 … Less than  3 

StatusParent Apart … Together 
Mother’s Edu University … Elementary 

Father’s Edu University … Elementary 

Mother’s Job Housewife … Other 
Father’s Job Teacher … Other 

FamRelations 4 … 3 

Health 3 … 5 
Absences 6 … 5 

Internet No … Yes 

Free Time 3 … 2 
Playing Time 4 … 3 

Extracurriculars No … No 

Study Time 2 - 5 hours … < 2 hours 
Grades Mean 28 … 43 

 

After the researcher obtained a new feature in 

the form of the average Grades 1, Grades 2, and 

Grades 3 (Grades Mean) feature values in Table 3, the 

researcher carried out a labeling process for these 

features. In the Grades Mean feature, grades below 50 
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(threshold) will be labeled as (Low Grades), and 

grades above 50 will get (High Grades). The 

researcher uses the scikit-learn library 

(LabelEncoder) for encoding labels. Code 0 is for 

Low Grades, while code 1 is for High Grades. This 

new feature will be the label for the final dataset. The 

result is 189 data with label 0 and 206 with label 1. 

This dataset is ideal because the number of labels is 

almost balanced. Table 4 is the final form of the 

dataset to be tested with the Gaussian Naïve Bayes 

algorithm and feature selection. 

 
Table 4. Final Dataset 

Features Value …. Value 

Sex F … M 

Age 18 … 19 

Address Urban … Urban 

Sizefam 
More than  

3 
… Less than  3 

StatusParent Apart … Together 

Mother’s Edu University … Elementary 

Father’s Edu University … Elementary 
Mother’s Job Housewife … Other 

Father’s Job Teacher … Other 

FamRelations 4 … 3 
Health 3 … 5 

Absences 6 … 5 

Internet No … Yes 
Free Time 3 … 2 

Playing Time 4 … 3 

Extracurriculars No … No 
Study Time 2 - 5 hours … < 2 hours 

Label 0 … 0 

3.2. Feature Selection 

In this study, the cleaning and data 

transformation stages produced a dataset consisting 

of 17 input variables or features. To reduce 

unnecessary predictor variables, Feature Selection is 

used to identify inputs or predictor variables that are 

more substantial and thus can increase the overall 

model accuracy. Of the features identified as input 

features or predictor variables, the researcher only 

chose five features that were considered substantial 

because they had the highest score, while the others 

were rejected (see Table 5).  

 
Table 5. Feature Rank 

Features Score Rank 

Sex 2.351854 5 

Age 0.305375 11 
Address 0.620337 9 

Sizefam 1.506687 6 

StatusParent 0.148160 14 
Mother’s Edu 5.795512 2 

Father’s Edu 5.380054 3 

Mother’s Job 1.360668 8 
Father’s Job 0.166120 13 

FamRelations 0.187003 12 

Health 0.001769 16 
Absences 13.458909 1 

Internet 0.357856 10 

Free Time 0.007043 15 
Playing Time 4.095381 4 

Extracurriculars 0.000608 17 

Study Time 1.389877 7 

 

Two reasons researchers only chose five: 

researchers will only use features that have the most 

influence on the model and reduce the time used to 

input data in classifying. 

From Table 5, five features are selected from the 

dataset that has the highest coefficient value 

according to the ranking in Table 5. Absence occupies 

the first position as a feature that has a substantial role 

in the dataset with a value of 13.458909, Mother's 

Education (Medu) has a second important role with a 

value of 5.795512, Father's Education (Fedu) has the 

third important role with a value of 5.380054, Playing 

Time has the fourth important role with a value of 

4.095381, and Sex has a fourth important role with a 

value of 2.351854. These five features will later be 

modeled using the Gaussian Naïve Bayes algorithm. 

3.3. Gaussian Naïve Bayes Algorithm Tuning 

Researchers do this step to establish selected 

parameters that are used to find the optimal 

combination. The parameters used in this study were 

smoothing var. Var_smoothing is a coherence 

calculation that broadens (or smooths) the curve 

explaining more samples than the mean of the 

distribution. In this case np.logspace returns 

uniformly spaced on a logarithmic scale starting with 

-9 and ending with 0 giving 100 samples. Figures 3 

and 4 are the best parameters of the two models: 

 

 
Figure 3. Original Data Best Parameters 

 

 
Figure 4. Feature Selection Data Best Parameters 

3.4. Evaluation 

  

Figure 5. Confusion Matrix Original Data 
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Figure 6. Confusion Matrix Selection Feature Data 

 

Figures 5 and 6 show the difference between the 

two models. Then Figures 4 and 5 will be analyzed 

more deeply with accuracy, specificity, sensitivity, 

and MCC which can be seen in Table 6. 

 
Table 6. Evaluation 

Evaluation Selection Feature Original Data 

Accuracy 60,12% 50% 

Sensitivity 68,23% 48,23% 
Spesificity 50,6% 52,05% 

MCC 0.192 0.028 

 

Evaluation using this metric proves that the 

performance in feature selection has a very significant 

difference. Researcher evaluates the model using 

accuracy, sensitivity, specificity, and MCC. The 

performance of models that use feature selection 

increases by 10% compared to those that don't. 

Evaluation using the Matthews Coefficient of 

Correlation (MCC) which is used to assess 

performance increased sharply from 0.028 to 0.192. 

It happens because the model becomes more concise 

so that the performance of the algorithm increases. 

Researchers conducted tests for positive and 

negative value in ensuring the classification model. 

This test is carried out so that the classification carried 

out can work well and according to its function. The 

following is the calculation for the test: 

1. Positive Test Value: 

𝑃𝑇𝑉 =
(TP)

(TP+FP)
 (3) 

Original Data: 

𝑃𝑇𝑉 =  
41

(41+35)
 = 0,5394 (4) 

Feature Selection Data: 

𝑃𝑇𝑉 =  
58

(58+36)
 = 0,6170 (5) 

 

The value above shows the probability that the 

classification of student scores will have 

characteristics according to the features if the results 

have been labeled 1 (High Grades). PTV of 53.94% 

means that if the classification results have 1 as the 

label, then the probability of a student's score having 

a high score is 53.94%. Meanwhile, in the model with 

the selection feature, PPV has a better value of 61.7%. 

2. Negative Test Value: 

𝑁𝑇𝑉 =
(TN)

(TN+FN)
 (6) 

Original Data: 

𝑁𝑇𝑉 =
38

(38+44)
= 0,4634  (7) 

Feature Selection Data: 

𝑁𝑇𝑉 =
(37)

(37+27)
= 0,5781  (8) 

 

Negative test scores indicate the probability that 

student grades will have appropriate characteristics if 

the classification results are 0 (Low Grades). NTV of 

46.34% means that if the result is 0, then the 

probability of a student's score having a low score is 

46.34%. Meanwhile, in the model with the selection 

feature, NTV has a better value of 57.81%. 

Overall, the model was better in identifying the 

scores of students labeled 1 or in identifying students 

who would have high scores at the end of the 

semester. If a teacher uses this model as a tool for 

early detection in determining students who will have 

high scores, then this model can fulfill its goals 

because it has a PTV > NTV value. In addition, the 

Matthews Correlation Coefficient (MCC) has a value 

of 0.192, which indicates a true binary classification 

because the MCC value is close to 1 not -1. 

4. DISCUSSION 

In research [31], the researcher uses an approach 

that enables feature selection and machine learning. 

The researcher proposes a classification and detection 

method for mesothelioma cancer. Feature selection 

acts as a filter, selecting just the traits which are 

relevant to the categorization. The accuracy of the 

categorization model is improved as a direct 

consequence of this. It has been discovered that the 

choice of features has a substantial influence on the 

accuracy of the categorization. In research [32], 

Feature Selection Information Gain showed better 

results than using only the Naïve Bayes method. 

Selected eight attributes used in the implementation 

using Naïve Bayes showed that the attribute of the 

source of funds had the highest weight, namely 1.00, 

and the feature of the parents' work received the 

smallest weight, namely 0.00. Research [33] provides 

an overview of current approaches to trait selection 

and classification systems for effective disease 

prediction. It also describes performance metrics used 

in medical diagnostic systems to measure the 
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performance of classification methods. In addition, 

this study separately compares the strengths and 

weaknesses of different feature selection methods and 

classifiers. In addition, this paper summarizes the 

benefits of previous investigator work on common 

chronic disease datasets. This overview of feature 

selection methods shows that certain feature selection 

algorithms play a substantial role in improving 

accuracy in the classification of diseases. This study 

showed that the filter method is computationally 

efficient and offers better generality than other 

methods. 

5. CONCLUSION 

In this study, researchers can conclude that 

feature selection and feature engineering in student 

data classification have a significant role in 

improving the performance of the classification 

model. The proposed comparison of feature selection 

aims to compare the evaluation results between 

models with feature selection and without feature 

selection. It is evidenced by the improved model 

performance in terms of accuracy, sensitivity, and 

MCC compared to models that do not use feature 

selection. The MCC value increased almost nine 

times from 0.028 to 0.192, and it is good news 

because the model can classify better than the 

previous model. The selected features in this 

modeling are absence as the feature that ranks first, 

followed by the mother's education, father's 

education, playing time, and sex. These features were 

chosen because they have a higher value than other 

features. In future research, the application of several 

things can be used to improve research, namely using 

other algorithms to optimize parameters or other 

methods to reduce dataset dimensionality like PCA. 
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