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Abstract 

 

In Classification using Support Vector Machine (SVM), each kernel has parameters that affect the classification 

accuracy results. This study examines the improvement of SVM performance by selecting parameters using 

Particle Swarm Optimization (PSO) on credit risk classification, the results of which are compared with SVM with 

random parameter selection. The classification performance is evaluated by applying the SVM classification to 

the Credit German benchmark credit data set and the private credit data set which is a credit data set issued from 

a local bank in North Sumatra. Although it requires a longer execution time to achieve optimal accuracy values, 

the SVM+PSO combination is quite effective and more systematic than trial and error techniques in finding SVM 

parameter values, so as to produce better accuracy. In general, the test results show that the RBF kernel is able 

to produce higher accuracy and f1-scores than linear and polynomial kernels. SVM classification with 

optimization using PSO can produce better accuracy than classification using SVM without optimization, namely 

the determination of parameters randomly. Credit data classification accuracy increased to 92.31%. 
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1. INTRODUCTION 

Credit has become an important stimulus in 

encouraging the economy to grow and is also the 

main activity of every bank everywhere [1]. The 

provision of credit provides opportunities for the 

community to improve or increase their consumption 

and provide opportunities for companies to make 

investments that were previously difficult to do using 

their own funds. In allocating or providing loans to 

customers or potential borrowers, commercial banks 

and financial institutions must consider the credit risk 

that will be given, whether the customer will repay 

the credit or not (non-performing loans). If the credit 

default is too large, it can cause cash flow to the 

creditor company to be hampered and all the positive 

benefits expected from the provision of credit will not 

occur[2]. Therefore, credit giving companies need a 

good analysis in their credit planning so that the 

possibility of bad loans can be known beforehand. 

The credit risk level classification method has played 

an important role in contemporary practice of credit 

risk management activities and contributes to the 

main credit approval decisions so as to efficiently and 

accurately measure the level of credit risk proposed 

by prospective borrowers.  

Classification itself has been widely used in 

various fields, including experimental classification 

of diabetic retinopathy using retinal images[3]. The 

important objective of the credit classification 

method is to separate the group of borrowers who are 

unable to repay and the group of borrowers who are 

able to repay loans. Today, classification 

performance has become increasingly important for 

credit scoring, because even a small percentage of the 

increase can already provide a large number of 

advantages for financial institutions[4]. 

SVM which is included in supervised learning 

is able to model a classification by utilizing training 

data and used in predicting test data which is new data 

from observations and then the model is further 

validated. SVM can provide optimal accuracy results 

and the error rate tends to be small because it has the 

ability to generalize and produce good performance 

compared to other methods[5],[6]. The identification 

of SVM as an important tool to choose among 

researchers for credit model development has been 

reviewed in various studies[7],[8].  

The biggest challenge in establishing the SVM 

classification model is in terms of determining the 

hyper parameter values[9]. While it is known that the 

determination of the right parameter values can 

improve the accuracy of the performance on the 

SVM. Classification model[10]. Therefore, in order 

to obtain parameter values that can provide the best 

performance results on the SVM classification model, 

it is necessary to search for SVM parameters which 

are expected to optimize classification performance. 

The search for SVM parameters in question is an 

activity to determine the hyperparameters of the SVM 

classification model that can provide optimal 

performance results. 
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This study implemented the Particle Swarm 

Optimization (PSO) method to find the optimal SVM 

parameter value with several advantages. PSO as an 

evolutionary computational technique, is able to 

obtain a globally optimal solution in the search space 

by considering the interactions between individuals in 

a swarm of particles. Each particle provides 

information on its best position to the other particles 

while adjusting the position and speed of change in 

position based on the information obtained regarding 

the best position. If a comparison is made with similar 

algorithms, such as the Genetic Algorithm (GA), then 

PSO is a simpler model that does not require more 

procedure steps, such as selection, mutation or 

crossover steps of the GA method. Not only that, the 

PSO technique is also successful in finding optimal 

parameters in other machine learning methods that 

are known from several previous studies[11], as in the 

classification of breast cancer datasets[12] and in 

predicting agricultural water consumption[13], where 

SVM-PSO is judged to be simpler to adjust compared 

to other methods such as GA with minimum 

adjustments to its parameters. On credit assessment 

alone, PSO is very suitable to be combined with 

SVM[14] and PSO is also suitable to be combined 

with the Artificial Neural Network method[15]. 

The application of PSO in previous research has 

given results that illustrate the increase in 

classification accuracy in determining SVM 

parameters that optimize accuracy. Seeing the ability 

of the PSO method, this research uses the PSO 

method to be applied in the search for SVM 

parameters so that an increase in classification 

performance will be obtained.  

This study will review the performance of SVM 

by selecting parameters using PSO to classify credit 

risk which will be compared with SVM using default 

parameters. An issue with the credit scoring model 

that should be noted is the difficulty of obtaining real-

world credit data, as customer credit data is 

confidential in most financial institutions and 

researchers cannot gain access to this data. To 

evaluate the classification performance, this study 

will apply the SVM classification using the German 

credit data set from UCI and the private data set which 

is a credit data set issued by a local bank in North 

Sumatra. 

2. REVIEW OF RELATED STUDIES 

Many studies related to credit risk classification 

have been carried out previously and various 

classification methods or algorithms have been 

studied and applied. Research [16] studied public data 

in the form of credit approval datasets obtained from 

the UCI repository and also used private data, which 

were credit approval datasets sourced from local 

banks. Each attribute in their research was weighted 

using an information acquisition algorithm. Each 

attribute has an unequal weight based on the 

calculations performed. The K-NN algorithm used for 

classification results in an increased accuracy of 

3.26% for local datasets and 7.53% for UCI datasets. 

Their research shows that the output generated from 

the classification model is not affected by any 

attribute after the attribute selection in the two 

datasets.  

Some research examines the advantages of 

computational intelligence as well as soft computing 

methods, namely a new hybrid approach to improve 

credit risk management. In their research, they apply 

a modeling method under conditions of uncertainty, 

where the parameters of the neural network, including 

weights and errors, are considered in the form of 

fuzzy numbers. In this method, the underlying system 

is first modeled using ANN and then, using fuzzy 

inference, the optimal decision will be determined 

with the highest degree of excellence.  

The empirical results of using the proposed 

method show the high efficiency and accuracy of this 

method in analyzing credit rating issues. Research 

[17] studied the classification between good and bad 

customers with twenty variables from the German 

Credit Dataset. Two non-statistical techniques were 

used in their research namely ANN and SVM. 

Because there are various advantages and 

disadvantages in implementing the model, it can be 

said that the model with the highest prediction 

success, according to the data set used is the SVM 

method. Paper [18] studied a profit-driven approach 

to classifier construction and simultaneous variable 

selection based on linear SVM. Its main purpose is to 

incorporate business-related information such as 

variable acquisition costs, Type I and II error costs, 

and profits generated by properly classified examples, 

into the modeling process. The proposed framework 

is studied in credit scoring issues for Chilean banks, 

and yields superior performance with respect to 

business-related objectives.  

Research [19] studied that class imbalance 

occurs when instances in a class are much higher than 

in other classes. This major machine learning issue 

can affect predicted accuracy. Their research shows 

that SVM is a reliable and appropriate method in 

dealing with class imbalance problems but weak in 

biased data distribution. Paper [20] studied the 

resampling-based learning paradigm using SVM 

based on Deep Believe Network (DBN) to overcome 

the problem of data imbalance in credit classification. 

The experimental results show that classification 

performance increases effectively when the DBN-

based ensemble strategy is integrated with resampling 

techniques, especially on imbalanced-data problems. 

The applied DBN-based SVM resampling ensemble 

learning paradigm can be used as a promising tool for 

credit risk classification with unbalanced data.  

Another research [21] studied that the use of 

SVM for credit risk classification is interesting to do 

because SVM is characterized by versatility, 

resilience, and computational simplicity. At the same 

time, even in the case of a limited number of samples, 
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SVM can obtain better classification results. Other 

Paper [22] studied the SVM classification method, 

concluded that the selection of kernel functions and 

their parameters played an important role in the 

results. Radius Basis Function (RBF) is a commonly 

used kernel. For RBF-SVM, two parameters, c and, 

are used to control SVM performance. The penalty 

parameter c determines the trade-off between 

minimizing installation errors and maximizing 

margins between classes. The parameter determines 

the RBF bandwidth. Therefore, in this study, an 

effective technique is implemented to find pairs of 

parameters c and that will optimize the results of 

SVM classification. 

3. OBJECTIVES OF THE STUDY 

The problem in the application of the SVM 

method is the challenge in finding the parameter 

values that can provide optimal results. Determining 

the hyperparameter value of SVM is the biggest 

problem in setting up the SVM model, even though 

the accuracy of the SVM classification model can be 

improved by determining the right parameter values. 

So we need a method to be applied in finding the right 

parameters which can provide optimal SVM outputs 

with the best accuracy results in credit risk 

classification. The expected goal of this research is to 

improve the performance of SVM in credit risk 

classification.  

4. METHODS 

The purpose of this study is to develop the best 

predictive model in classifying credit risk (current or 

non-current/loss) using the SVM classification 

method with the best parameter search based on PSO. 

In general, the stages of the research methodology to 

be carried out are described as follows. 

4.1. Input Data 

In this first stage, the selection of data to be used 

for testing is carried out. This study uses two credit 

data sets, namely: (1) German Credit Data set which 

is a benchmark credit data set published by the UCI 

dataset, and (2) Private Credit Data set which is a 

credit data set issued by a local bank in North 

Sumatera. In the credit risk analysis model, one of the 

problems that needs to be considered is the 

unavailability of real credit data from financial 

institutions providing credit, because customer credit 

data is confidential in most financial institutions. 

Currently, researchers are obtaining private data 

which is a credit data set issued by a local bank in 

North Sumatra. The data consists of 390 instances 

with 16 attributes. 

The data set obtained from this local bank is a 

data set of capital loans (credit) given to prospective 

borrowers for certain purposes, including: 

working/business capital, investment or consumptive. 

The data recorded by the bank is partly data related to 

prospective borrowers and data related to the amount 

of credit applied for. Of the 390 credit borrowers 

whose data has been recorded, there are 162 

borrowers who fall into the bad credit group, which is 

denoted as class 1, and there are 228 borrowers who 

fall into the current credit group, which is denoted by 

class 0. The data characteristics of each attribute are 

exist in the dataset can be seen in Table.1. 

Henceforth, this set of credit data from local banks is 

called Private Credit Data. The characteristics of the 

Private Credit Data set are described as follows: 

 
Tabel 1. Private Credit Data Set Attribute Information 

Number Attribute Information 

Attribute 1 Gender (data type: 

categorical) 

1: Man 

2: Woman 

Attribute 2 Age in years (data type: 

numeric) 

- 

Attribute 3 Marital Status (data type: 

categorical) 

1: Married 

2: Single 

3: divorced 

Attribute 4 Number of Dependents 

(data type: integer) 

 

Attribute 5 Job Type (data type: 

categorical) 

1000: Agriculture 

3000: Industry 

6000: Trading 

8000: services 

9990: others 

Attribute 6 Length of Service (data 

type: categorical) 

1: < 1 year 

2: between 1 – 4 

years 

3: between 4 – 7 

years 

4: > 7 years 

Attribute 7 Residential Ownership 

Status (data type: 

categorical) 

1: One's own 

2: Rent 

Attribute 8 Credit Term, in months 

(data type: numeric) 

- 

Attribute 9 Initial Ceiling (data type: 

numeric) 

- 

Attribute 

10 

Outstanding (data type: 

numeric) 

- 

Attribute 

11 

Rate (data type: 

numeric) 

- 

Attribute 

12 

Interest Installments 

(data type: numeric) 

- 

Attribute 

13 

Principal Installment 

(data type: numeric) 

- 

Attribute 

14 

Purpose of credit 

application (data type: 

categorical) 

10: Working 

capital 

20:  Investation 

39:  Consumptive 

Attribute 

15 

Nature of Credit (data 

type: categorical) 

0: Combined 

1: Credit by 

Agreement – Co-

Financing 

2: Credit by 

Agreement – 

Other 

Banks/Institutions 

3: Credit by 

Agreement – Bank 

Debtor 

4: Credit by 

Agreement – 

Others 

6: Short-term loan 

9: Credit Without 

Agreement 

Attribute 

16 

Nature of Credit (data 

type: categorical) 

0 : Current Credit 
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1: Bad Credit 

(failed) 

 

• Dataset Name: Kredit Privat Data Set 

• Attribute Characteristics: Categorial, Numerik, 

Integer 

• Number of Instances: 390 

• Number of Attributes: 16 (8 numerik, 7 categorial, 

1 class label) 

Sector: Finance 

4.2. Preprocessing Data 

Preprocessing data aimed at being able to 

provide optimal impact on the classification results, 

consists of 5 stages, namely: (a) redundant handling, 

(b) missing value handling, (c) outlier handling, (d) 

categorical data transformation, and (e) data 

normalization. The five preprocessing stages will be 

applied to the private credit data set, while for the 

German credit benchmark data set, only steps (d) and 

(e) are required.  

a. handling redundant or duplicate data. Handling 

redundant begins with the detection of 

redundant data, to find the presence of repetitive 

data (dual data). After the redundant data is 

found, then handling the redundant data that has 

been detected, by deleting the redundant data 

and leaving 1 data from the redundant data. 

b. Handling missing values. 

The technique for handling missing values or 

missing data is using the mean substitution method. 

The mean substitution method is the replacement of 

missing values by using the average value (mean), 

which is an estimation technique that is very often 

used where the missing value is replaced by the 

average value of the variable.  

c. Handling data outliers. 

Outlier handling begins with the detection of 

outlier data, to find any abnormal data (outliers). The 

technique for detecting outliers is by comparing the 

data with the standard deviation of each attribute. 

After the outliers are found, then the outlier data that 

has been detected is handled by using the median 

substitution method. In the matlab program, outlier 

detection and handling uses the command: 

𝑦 = hampel (sort (DATA(: , x))  

Using the command above applies a Hampel 

filter to the input vector, DATA, to detect and remove 

data outliers in column x. For each DATA sample, the 

function calculates the median of the window 

consisting of the sample and its six surrounding 

samples, three per side. It also estimates each 

sample's standard deviation about the window median 

using the median absolute deviation. If the sample 

differs from the median by more than three standard 

deviations, it is replaced by the median. If DATA is a 

matrix with many columns (attributes), then it's easy 

to treat each x column as an independent channel. 

d. Categorical Data Transformation 

For data sets that have categorical attribute data, 

it is necessary to convert them to numeric form first. 

The changes can be done by replacing the data with 

certain numbers as long as they are consistent. In the 

German data set, there are 20 features in the data, of 

which there are 13 features which are categorical 

data. In the second data set, namely the Private credit 

data set which is also used in the test, in total there are 

15 attributes and 1 class label in the data, where from 

15 attributes there are 7 attributes which are 

categorical data. The categorical data in each attribute 

is transformed into numeric form with the help of the 

Matlab application. Replacement of categorical data 

into numeric, namely by transforming categorical 

data into a number with a value that has the same 

weight, where data consisting of 2 categories is 

transformed into values 1 and 2; while the data 

consisting of 3 categories, are transformed into values 

1, 2 and 3. And so on for the data with the next 

number of categories. 

e. Normalization 

 The overall credit data set has been in numeric 

form, all of its attributes have different value ranges. 

The difference in the range of data (the upper and 

lower limits of the data) will affect the weight of the 

attribute influence on the classification results. 

Where, attributes with a larger data range will be 

judged to have more influence on the classification 

results than attributes with a small data range. For this 

reason, the next step is to normalize the data for all 

the attributes used, so that the data will have the same 

range, which is between 0 and 1. Then the data set 

that has been normalized is ready to be used in the 

next process stage, namely the classification process 

using the SVM method and classification using 

SVM+PSO method. 

4.3. SVM Classification 

The data sets that have been preprocessed are 

then classified using the SVM classification method 

with three kernels, namely the linear kernel, the RBF 

kernel and the polynomial kernel. Determination of 

test data and training data is done by validation using 

10-fold. In the model, it is recommended to use 10 

fold cross validation as the best number of folds for 

validity testing [23]. Determination of SVM 

parameters for each kernel (linear, RBF and 

polynomial) is done randomly. Even though it is done 

randomly, the parameters used must still be limited, 

which is in the range between the smallest parameter 

value and the largest parameter value. The search 

interval for the SVM parameter value used is the 

parameter values c and that promise to exist in the 

interval 𝑐 = [2−5, 27 ] and 𝛾 = [21, 26 ]  [22] while 

the parameter d is sought at interval d= [2,7 ]  [24].. 
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4.4. SVM + PSO Classification 

Furthermore, credit data classification is carried 

out using the SVM+PSO classification method, 

namely the SVM classification with the kernel 

parameters determined using the PSO method. 

Initialization of PSO using the best parameters 

obtained from the SVM classification. The 

SVM+PSO classification process will stop if the 

stopping criteria are met, that is, if in 10 iterations 

there is no increase in accuracy. The process of 

searching for SVM parameters using PSO shown in 

Figure.1. The following describes the steps for 

implementing PSO in the SVM parameter search. 

4.5. SVM + PSO Initialization 

In Figure.1, it can be seen the SVM+PSO 

classification process starting from the initialization 

of PSO particles, including the determination of 

several PSO parameters and the test parameters that 

were determined at the beginning. In this study, the 

PSO parameters and test parameters used are as 

follows: 

K-fold validation : 10-fold.  

Number of particles : 30 particles 

Inertia weight (𝜔𝑘) : 2 

Cognitive weight (𝑐1): 2 

Social weight (𝑐2) : 2 

PSO parameters, namely inertia weight (𝜔𝑘) is 

used as a parameter that controls the effect of the 

previous particle velocity. If the inertia value is too 

large, the velocity will continue to increase so that the 

particles will diverge. The particle distance to the 

optimum value will continue to increase with each 

iteration. Another parameter in the PSO algorithm is 

the cognitive weight parameter (𝑐1) and social weight 

parameters (𝑐2), namely the acceleration constant 

which has an influence on the speed of convergence. 

The value of 𝜔𝑘 , 𝑐1, and 𝑐2 , 𝑐2 used in this research 

test is based on the parameters commonly used in the 

application of PSO. 

4.6. Update PSO Particle Position and Evaluation 

of Fitness Value 

Next, the initial position of the PSO particle 

which represents the initial parameter value of SVM 

will be updated by applying formula.1 and formula.2. 

The initial position of the particle is symbolized by 

the notation 𝑥𝑖,𝑗
𝑘 . The notation i represents the particle 

i, k represents the iteration k, where j represents 

parameter j. The latest position of the particle (the 

result of the position update) is symbolized by 𝑥𝑖,𝑗
𝑘+1 

in iteration s=1, where the stopping criterion used is 

if in 10 consecutive iterations, there is no increase in 

accuracy of more than 0.001%. 

𝑣𝑖𝑗
𝑘+1 = 𝜔𝑘 ∗ 𝑣𝑖𝑗

𝑘 + 𝑐1 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑝𝑏𝑒𝑠𝑡𝑖𝑗
𝑘 − 𝑥𝑖𝑗

𝑘 ) +

𝑐2 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑔𝑏𝑒𝑠𝑡𝑖𝑗
𝑘 − 𝑥𝑖𝑗

𝑘 ) (1) 

𝑥𝑖𝑗
𝑘+1 = 𝑥𝑖𝑗

𝑘 + 𝑣𝑖𝑗
𝑘+1 (2) 

 

 

Figure 1. SVM Parameter Search Flowchart With PSO 

 

The accuracy of the SVM and SVM+PSO 

classification methods was validated using a 10-fold 

cross validation technique. Accuracy is calculated 

using the values obtained from the confusion matrix 

table. The  average accuracy of 10 pieces of accuracy 

to the final accuracy. The classification accuracy of 

SVM and SVM+PSO is then compared to see how far 

the impact of PSO is in improving SVM performance. 

5. RESULT AND DISCUSSION 

From the classification results of generating 30 

random combinations of parameters on credit data in 

each kernel, the highest accuracy is seen in each credit 

data set, which is presented in Table 2. 

 
Tabel 2. Highest Accuracy Generated by SVM Classification 

Kernel 
Credit Privat Data Set 

(%) 

Credit German 

Data Set (%) 

Linear 90.26 62.50 

RBF 89.74 70.00 

Polinomial 88.97 55.80 

 

In Table 2 it can be seen that the test results on 

the Private Credit data set, the highest SVM 

classification accuracy is 90.26% from the linear 

kernel, while the test results on the German Credit 

data set, the highest SVM classification accuracy is 

70.00% from the RBF kernel. 

Comparison The experimental results between 

the highest accuracy of SVM classification and the 

highest accuracy of SVM+PSO classification in both 

data sets can be seen in Table 3. 

Testing the SVM + PSO Linear classification on 

Private data sets, the value of c which is initialized in 

the PSO process is the value of c which produces the 

highest accuracy in the SVM test, namely the value 

of c = 12.1595, the iteration process stops at the 13th 

iteration with an accuracy of 90.77% . The results of 

this final accuracy, when compared with the initial 
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accuracy, there is an increase in accuracy of 1.79%, 

with the parameter that produces the highest 

accuracy, c = 0.0336. Testing on private data sets, the 

value of c which is initialized is the value of c = 

0.1595, the iteration process stops at the 13th iteration 

with an accuracy of 63%. The results of this final 

accuracy, when compared with the initial accuracy, 

there is an increase in accuracy of 0.5%, with the 

parameter that produces the highest accuracy, namely 

c = 0.0321.  
 

Tabel 3. Comparison of Classification Accuracy on Private Credit Data Sets 

Set Data Kernel SVM SVM + PSO Iteration Time (s) 

Credit Privat Dataset 

Linear 90.26% 90.77% 13 159.60 

RB 89.74% 92.31% 35 236.73 

Polinomial 88.97% 89.49% 11 454.24 

Credit German Data Set 

Linear 62.5% 63% 13 398.2 

RB 70% 74.25% 15 262.14 

Polinomial 55.8% 63.16% 11 419.87 

 

Testing the SVM+PSO RBF classification on a 

private data set, the parameter values c and which are 

initialized in the PSO process on the RBF kernel are 

the values that produce the highest accuracy in the 

SVM test. The process stopped at the 35th iteration 

and obtained an accuracy result of 92.31% with a 

combination of parameters that produced the highest 

accuracy in the RBF kernel, namely the parameters c 

= 8.9540 and = 3.5291. Testing the SVM+PSO kernel 

RBF classification on the Credit German data set, the 

iteration process stops at the 15th iteration with an 

accuracy of 74.25%. The results of this final 

accuracy, when compared with the initial accuracy, 

there is an increase in accuracy of 4.25% with the 

parameters that produce the highest accuracy in SVM 

RBF, namely the parameters c = 2.3287 and = 

58.0708.  

Testing the SVM+PSO Polynomial 

classification on the Private Credit data set, the 

process stops at the 11th iteration after there is no 

increase in accuracy of 10 iterations in a row, and an 

accuracy result of 89.49% is obtained. The 

combination of parameters that produces the highest 

accuracy in the Polynomial kernel is at parameters c 

= 5.5674 and d = 2. Testing the SVM + PSO 

Polynomial kernel classification on the Credit 

German data set, the iteration process stops at the 

11th iteration with an accuracy result of 63.16%. The 

results of this final accuracy, when compared with the 

initial accuracy, there is an increase in accuracy of 

7.36% with the parameters that produce the highest 

accuracy in SVM Polynomial, namely the parameters 

c = 9.5472 and d = 2. 

PSO can improve accuracy which is better than 

the accuracy generated by SVM classification with 

random parameters. This proves that PSO is effective 

for finding parameter values that can produce high 

accuracy. Table 4 summarizes the results of 

increasing the accuracy of each data on each kernel. 

 
Tabel 4. Improved SVM classification accuracy with optimization 

method 

SVM 

Kernel 

Credit Privat Data 

Set (%) 

Credit German Data 

Set (%) 

Linear 0.51% 0.5% 

RBF 2.57% 4.25% 

Polinomial 4.62% 7.36% 

The increase in the accuracy of linear 

SVM+PSO classification in the Private data set is 

0.51% and in the German credit data set there is an 

increase in accuracy of 0.5%. The increase in the 

classification accuracy of SVM+PSO RBF in the 

private data set is 2.57% and in the Credit German 

data set there is an increase in accuracy of 4.25%. The 

increase in the accuracy of SVM+PSO Polynomial 

classification in the Private Credit data set is 4.62% 

and in the German Credit data set there is an increase 

in accuracy of 7.36%. 

If we compare the results of the SVM 

classification whose parameters are determined 

randomly with the results of the SVM classification 

whose parameters are determined by parameter 

search using the PSO method, the results of the SVM 

classification using PSO optimization are better than 

without PSO (random parameters). Comparison of 

accuracy results without optimization method using 

PSO optimization method is presented in table-5. 
 

Tabel 5. Comparison of classification accuracy using optimization 

method with no optimization method 

Set Data Kernel SVM 
SVM + 

PSO 

Credit Privat Dataset 

Linear 90.26% 90.77% 

RB 89.74% 92.31% 

Polinomial 88.97% 89.49% 

Credit German Data Set 

Linear 62.5% 63% 

RB 70% 74.25% 

Polinomial 55.8% 63.16% 

 

In testing using the Private Credit data set, the 

highest classification accuracy was obtained when 

using the RBF kernel with an accuracy of 92.31% 

with the parameter values c and respectively 8.9540 

and 3.5291. In testing using the Credit German data 

set, the highest classification accuracy was obtained 

when using the RBF kernel with an accuracy of 

74.25% with parameter values c and respectively 

2.3287 and 58.0708. 

If the f1-score value is calculated from each 

kernel using the best parameters that have been 

selected, then the f1-score results can be seen in the 

following table-6. 

 
Tabel 6. F1-Score PSO-based SVM classification 

SVM 

Kernel 

Credit Privat Data Set 

(%) 

Credit German 

Data Set (%) 

Linear 89.10 76.92 

RBF 90.19 82.35 

Polinomial 82.66 78.65 
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The F1 score for linear SVM was obtained from 

the Linear SVM classification using the parameter 

value c = 0.0336, and resulted in an f1-score of 

89.10%. For the f1-score SVM kernel RBF obtained 

from the SVM kernel RBF classification using the 

parameter values c = 8.9540 and = 3.5291, and 

produces an f1-score of 90.19%. While the f1-score 

SVM kernel polynomial is obtained from the SVM 

kernel polynomial classification using the parameter 

values c = 5.5674 and d = 5.34 and produces an f1-

score of 82.66%. In general, in this study, the RBFi 

kernel was able to produce higher accuracy and better 

f1-score values than linear and polynomial kernels. 

However, it is not certain that the RBF kernel is the 

best kernel because the selection of the kernel 

depends on the data used. The execution time of each 

classification procession with optimization and the 

execution time without optimization is presented in 

Table-7. 

 

Tabel 7. SVM classification Execution Time with PSO optimization 

Set Data Kernel SVM + PSO Time (s) SVM + PSO Number of Iteration SVM Time (s) 

Credit Privat Dataset 

Linear 159.60 13 4.1423 

RB 236.73 35 4.4217 

Polinomial 454.24 11 24.3865 

Credit German Data Set 

Linear 398.2 13 4.4693 

RB 262.14 15 2.5334 

Polinomial 419.87 11 23.5967 

 

The calculation of execution time for each 

iteration process has different execution times, i 

depending on the number of instances and parameter 

values for each kernel. i In addition to being 

influenced by the number of instances, i execution 

time is also influenced by the magnitude of the 

parameter values. Also time the execution. 

6. CONCLUSION 

Each kernel in the SVM method requires 

parameters that can provide maximum results in data 

classification. A technique is needed to find 

parameter values in each kernel, where in this study, 

SVM was combined with PSO optimization 

techniques in finding parameter values that could 

provide optimal results. Although achieving optimal 

accuracy values requires a longer execution time than 

the trial and error SVM parameter search technique, 

combining SVM and PSO to find parameter values 

that provide optimal accuracy has resulted in a more 

systematic technique. SVM classification with 

optimization using PSO can produce better accuracy 

than classification using SVM without optimization, 

namely the determination of parameters randomly. 

Credit data classification accuracy increased to 

92.31%. 
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