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Abstract 

Complex Word Identification (CWI) is a crucial step for building text simplification systems, especially for 

Indonesian children’s reading materials where unfamiliar vocabulary can hinder comprehension. This study 

formulates token-level CWI for Indonesian children’s texts and establishes two baselines:  an interpretable rule-based 

model using linguistic features e.g., length, syllable heuristics, and affix patterns, and an IndoBERT model fine-tuned 

for token classification. This study construct and annotate a children’s text corpus and evaluate both approaches using 

standard classification metrics. On the test set (22.584 tokens), IndoBERT achieves an F1-score of 0.9972 for the 

CWI class, substantially outperforming the rule-based baseline (F1 = 0.8607). The IndoBERT system makes only 39 

errors (23 false positives and 16 false negatives), indicating near-perfect performance under the evaluated setting. 

Furthermore, this study provides an error analysis to highlight remaining failure patterns and borderline cases that 

are difficult even for contextual models. The resulting benchmark and findings contribute to Informatics/Computer 

Science by providing a strong baseline and analysis for educational NLP in a low-resource language setting, 

supporting the development of Indonesian child-oriented NLP resources and downstream text simplification tools. 
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1. INTRODUCTION 

Vocabulary comprehension is one of the main components of successful reading literacy in 

children. In practice, many texts consumed by children such as school textbooks, supplementary reading 

materials, and public information content still contain words that are long, infrequent, or 

morphologically complex. Such words can become barriers to comprehension, increase cognitive load, 

and reduce reading motivation, especially for beginning readers or children with learning difficulties. 

In Natural Language Processing (NLP), one widely used approach to reduce lexical barriers is 

text simplification (TS) [1], [2], [3]. TS is commonly viewed as a pipeline of several stages, starting 

from the identification of difficult parts of the text, followed by the selection of simpler alternatives, and 

ending with the realization of a new sentence. A crucial first step in this pipeline is Complex Word 

Identification (CWI), the task of deciding whether a word in each context is complex for a specific target 

readership. The quality of the CWI module is critical: if too many words are incorrectly flagged as 

complex, the resulting text will be over-simplified, whereas complex words that are missed will remain 

obstacles to understanding. 

Internationally, CWI research has progressed rapidly in various languages, especially English [4], 

[5], [6], [7], [8] targeting diverse groups such as second-language (L2) learners [9] and people with 

specific disabilities. A wide range of approaches has been proposed, from rule-based methods relying 

on lexical–syntactic features, to classical machine learning models, and more recently to models based 

on pre-trained language models such as BERT [10]. However, for Indonesian, CWI studies are still very 

limited, and most work related to text simplification [11] does not formulate CWI as a separate task. 
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In addition, the broader research community has also explored CWI and lexical complexity 

prediction across shared tasks and benchmark datasets, including feature-based, kernel-based, and deep 

learning architectures, as well as transformer-centric solutions that combine contextual embedding and 

linguistic signals.[12], [13], [14], [15], [16], [17], [18], [19] 

At the same time, the emergence of pre-trained language models for Indonesian, such as 

IndoBERT  opens opportunities to build more accurate CWI systems for this language. IndoBERT has 

been shown to be effective on various tasks such as text classification [20], [21], [22], [23] and part-of-

speech tagging [24], [25] [26]Formulating CWI as a token classification task on top of IndoBERT is 

therefore an attractive approach, especially when it is systematically compared to a linguistically 

motivated rule-based baseline 

Based on previous work, this study identifies two main gaps. First, in terms of language and 

domain, existing CWI studies are still dominated by English and general-domain texts; for Indonesian, 

there is almost no work that explicitly formulates CWI on children’s texts, even though the lexical and 

pragmatic characteristics of children’s texts differ from those of adult texts. Second, there is no strong 

IndoBERT-based baseline for CWI on Indonesian children’s texts, nor a systematic comparison with a 

rule-based linguistic approach. As a result, there is no clear benchmark on how much pre-trained models 

can improve CWI performance for the purpose of children’s text simplification. 

To address these gaps, this study makes three main contributions:  it explicitly formulates the 

CWI task for Indonesian children’s texts, together with a binary token-level annotation scheme; it 

leverages an annotated CWI corpus in the children’s text domain as a basis for evaluation; and it 

establishes a linguistically motivated rule-based baseline and a strong IndoBERT-based token 

classification baseline, which are systematically compared on the same test set, thus providing a clear 

benchmark for the development of CWI systems and children’s text simplification pipelines in 

Indonesian 

2. METHOD 

Figure 1. illustrates the methodology flowchart of this study 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Methodology Flowchart 

2.1. Dataset and Annotation Scheme 

Dataset for this study were collected from child-oriented Indonesian reading materials. All 

documents were processed to remove non-linguistic noise while preserving the original lexical content 
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relevant to complexity judgments. All CWI experiments in this study are defined and evaluated on an 

Indonesian children’s text corpus that is manually annotated at the word level. dataset  [11] in is not 

specifically targeted at children; it is used only as a supporting lexical resource, while all complexity 

annotations and model training are carried out exclusively on children’s texts.The CWI dataset is 

annotated with binary labels at the word (token) level: 

1. 0 (NonCWI): the word is considered non-complex for child readers, 

2. 1 (CWI): the word is considered complex and potentially difficult for child readers. 

Each row in the original corpus contains the following fields: sentence_id, token index within the 

sentence, the surface form of the word (token), and the complexity label. During preprocessing, tokens 

with the same sentence_id are grouped back into a single sentence entry, yielding per-sentence 

representations as a list of tokens and a parallel list of labels. 

The dataset is then split into training, validation, and test sets with proportions of approximately 

80% : 10% : 10% at the sentence level. This split is designed to preserve the distribution of complex 

and non-complex words in each subset. 

In the test set, there are 22,584 labeled tokens, with the following distribution: 15.617 NonCWI 

tokens and 6.967 CWI tokens. 

Thus, about 30% of the tokens in the test set are categorized as complex. This proportion indicates 

that, although the texts are aimed at children, there is still a substantial amount of vocabulary that is 

judged as potentially difficult and therefore relevant for the CWI task.The summary statistics of the 

Indonesian CWI corpus are shown in Table 1 

 

Table 1. Presents the summary statistics of the Indonesian CWI corpus 

 

 

 

 

 

2.2. Annotators and Annotation Procedure 

The complexity labels in the CWI corpus were produced by a single expert annotator with a 

background in Indonesian language education and experience in working with children’s reading 

materials. The annotator was familiar with the school curriculum and typical vocabulary exposure for 

primary school students. Although using a single annotator limits the possibility of measuring inter-

annotator agreement, it ensures internal consistency in the application of the annotation guidelines. 

Annotation was carried out in several iterations. In the initial phase, a small subset of sentences 

was annotated and used to refine the guidelines for what should be considered complex for child readers. 

The main criteria included: words that are long or morphologically complex (e.g., multiple affixes or 

derivational morphology), infrequent or specialized terms that are unlikely to appear in early-grade 

textbooks, loanwords and foreign names that may be unfamiliar to children, and words whose meaning 

is abstract or conceptually demanding relative to typical primary school content. In subsequent phases, 

the annotator applied these criteria consistently across the corpus, revisiting ambiguous cases when 

necessary. 

2.3. Preprocessing 

Before being used for model training, the annotated corpus went through a series of preprocessing 

steps. First, the texts were cleaned from irrelevant characters, such as HTML tags, emoticons, and non-

alphanumeric symbols that do not provide meaningful linguistic information. Normalization was then 

applied to several forms of writing, including unifying punctuation variants, removing extra spaces, and 

handling numbers and abbreviations according to the annotation guidelines. 

Statistic Value 

Number of sentences 10.012 

Tokens in test set 22.584 

NonCWI tokens in test set 15.617 

CWI tokens in test set 6.967 

Proportion of CWI tokens 30% 
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Next, the texts were segmented into sentences and word tokens using sentence splitters and 

tokenizers that are consistent with the modeling needs. At this stage, alignment between the 

preprocessed tokens and the CWI annotation labels was performed so that each token in the corpus has 

a valid label. The final output of preprocessing is a cleaned dataset in a structured format, consisting of 

(token, label) pairs for every sentence, which is ready to be used for data splitting and for training both 

the rule-based and IndoBERT models. 

2.4. Data Splitting 

After preprocessing, the cleaned dataset was divided into three subsets: training (train), validation 

(val), and test data. The splitting was carried out using a proportion of 80%:10%:10%. The training set 

is used to fit the models, the validation set is used for hyperparameter tuning and monitoring overfitting, 

while the test set is used only once at the end to objectively measure the final model performance. 

The splitting process was conducted at the document or source-text level to prevent data leakage, 

ensuring that sentences from the same original document do not appear in more than one subset. 

Furthermore, the splitting procedure was designed so that the distribution of CWI and NonCWI labels 

in the three subsets remains comparable to the label distribution in the original corpus. To ensure 

reproducibility, sampling was performed randomly using a fixed random seed. In this way, the resulting 

train/val/test partitions are consistent across runs and can be reused for both the rule-based baseline and 

the IndoBERT-based model experiments. 

2.5. Rule-based Baseline 

As an interpretable baseline, this study develops a simple rule-based model that classifies each 

token as complex or non-complex based on several linguistic features: 

1. word length (number of characters), 

2. number of syllables (estimated using a vowel-based heuristic), 

3. presence of common Indonesian affixes (prefixes such as meng-, men-, mem-, me-, peng-, pen-, 

pem-, pe-, ber-, di- and suffixes such as -kan, -an), 

4. proper names (capitalization patterns and specific orthographic cues), 

5. non-ASCII characters (e.g., accented or foreign characters). 

Each feature contributes to a simple scoring function whose output is compared against a 

threshold to decide whether a token is labeled as CWI or NonCWI. The feature thresholds and weights 

are tuned on the validation set using a small grid search to maximize the F1-score for the CWI class. 

This rule-based model serves as a linguistically motivated and fully interpretable baseline for 

comparison with the IndoBERT-based approach. 

2.6. IndoBERT for Token Classification 

The main approach in this study uses IndoBERT as a token classification model for CWI. The 

modeling details are as follows: 

1. Base model: indobenchmark/indobert-base-p1, 

2. Tokenization: WordPiece with AutoTokenizer. Inputs are lists of tokens per sentence, passed with 

the argument is_split_into_words=True, 

3. Maximum sequence length: 256 subwords, 

4. Labeling strategy: only the first subword of each word receives the original label (0/1), while 

subsequent subwords are assigned the label –100 so that they are ignored during training. 

The output layer is a token classification head with two classes (NonCWI and CWI) on top of 

IndoBERT. The model is trained via full fine-tuning using the following TrainingArguments 

configuration, The hyperparameters are shown in Table 2. 

The compute_metrics function calculates precision, recall, F1, and accuracy for the positive class 

(CWI), ignoring positions with label –100. The model is evaluated on the validation set at the end of 

each epoch, and the checkpoint with the best F1-score is used for testing 
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Table 2. Training hyperparameters of IndoBERT for the CWI task 

Hiperparameter Value 

Learning rate 3 × 10⁻⁵ 

Batch size (train) 8 

Batch size (eval) 16 

Maximum number of epochs 3 

Evaluation strategy "epoch" 

Save strategy "epoch" 

Best model selection load_best_model_at_end = True, main metric F1 

Seed 42 

Early stopping patience = 2 (training stops if validation F1 does 

not improve for two epochs) 

2.7. Evaluation  

Evaluation is carried out on the test set under two main scenarios: 

1. Basic IndoBERT evaluation: 

2. IndoBERT predictions are obtained using the default probability threshold of 0.5 for the CWI class. 

3. Calibrated evaluation and direct comparison with the rule-based baseline: 

1. The predicted CWI probabilities from IndoBERT are swept over several threshold values. 

2. An operational threshold τ ≈ 0.21 is selected to provide a good balance of F1 for the CWI class 

on the development set. 

3. Confusion matrices and classification reports are produced for: 

1. IndoBERT, and 

2. the rule-based baseline, on the same set of 22,584 test tokens. 

Across all scenarios, the evaluation metrics include accuracy, precision, recall, and F1-score for 

the CWI class, as well as macro F1 over both classes 

2.8. Fine-tuning IndoBERT for CWI 

Let a sentence 𝑆 = [𝑤1, … , 𝑤𝑛]with word-level labels 𝑌 = [𝑦1, … , 𝑦𝑛], where 𝑦𝑖 ∈ {1,0}marks 

whether word 𝑤𝑖is complex (1) or non-complex (0). This study formulate the CWI task as a sequence 

labeling problem at the word level. 

This study use IndoBERT [24] adopted from [27] as a pre-trained Transformer encoder and add 

a token classification head on top of it. Before entering the model, the sentence is split into words and 

then tokenized into subwords using WordPiece. Since one word can be split into multiple subwords, this 

study use word_ids to track the mapping from subwords back to their original words: only the first 

subword of each word receives the gold label, while all subsequent subwords are masked (assigned the 

label –100) so that they are ignored by the loss function. 

For each token position, IndoBERT produces an encoded representation ℎ𝑖. A linear head then 

produces two logits 

𝑧𝑖 = 𝑊𝑜ℎ𝑖 + 𝑏𝑜,   (1) 

and the probability of the “complex” class is obtained via softmax: 

𝑝𝑖 = softmax(𝑧𝑖)[𝐶𝑊𝐼].   (2) 

Training minimizes a masked cross-entropy loss over labeled positions only: 

ℒ = −∑ 𝑚𝑖𝑖 (𝑦𝑖log⁡ 𝑝𝑖 + (1 − 𝑦𝑖)log⁡(1 − 𝑝𝑖)),  (3) 

where 𝑚𝑖 = 1for the first subword of each word and 𝑚𝑖 = 0for all other subwords. Special tokens 

such as [CLS] and [SEP] are automatically added by the tokenizer but are not used as labeled positions. 
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At inference time, the model outputs a score 𝑝𝑖for each word. A binary prediction is then obtained 

with a threshold 𝜏: 

𝑦̂𝑖 = {
1, if 𝑝𝑖 ≥ 𝜏,
0, otherwise.

   (3) 

In this study, a single operational threshold is used 𝜏 ≈ 0.21chosen on the development set to 

control the precision–recall trade-off for the CWI class 

2.9. Algorithm: Inference Pipeline for IndoBERT-CWI 

The following pseudo-code summarizes the inference pipeline for the IndoBERT-based CWI 

model: 

Algorithm 1. CWI with IndoBERT (token classification) 

Input: sentence 𝑆; threshold 𝜏(chosen on the development set) 

Output: ranked list 𝐿 = [(𝑤, 𝑝CWI)]of complex words 

1. words ← tokenize_to_words(𝑆) 
2. enc ← WordPieceTokenizer(words,is_split_into_words = True) 
3. logits ← IndoBERT_TokenClassifier(enc) →IndoBERT fine-tuned for CWI 

4. probs_sub ← softmax(logits)[: ,1] →per-subword probability of the complex class 

5. For each word 𝑖: 
 𝑝CWI[𝑖] ← probs_sub[first_subword_of_word

𝑖
] →via word_ids mapping 

6. 𝑦[𝑖] ← 1if 𝑝CWI[𝑖] ≥ 𝜏, else 0 

7. 𝐿 ← sort_desc({(words[𝑖], 𝑝CWI[𝑖]) ∣ 𝑦[𝑖] = 1}) 
8. return 𝐿 

3. RESULTS 

This section presents the experimental results and analysis of the proposed complex word 

identification models on the Indonesian children’s text corpus. Two modeling strategies are evaluated, 

namely a linguistically motivated rule-based baseline and a fine-tuned IndoBERT[20], [23] token 

classification model. Both models are trained and tested on the same train/validation/test split, and their 

performance is reported in terms of accuracy, precision, recall, and F1 for the CWI class, complemented 

by confusion matrices and an error analysis to better understand the patterns of misclassification. 

This Section Reports Results In The Same Order As The Methodology: Rule-Based Baseline, 

Indobert Token Classification, And Comparative/Error Analysis. Overall, Indobert Achieves F1 = 

0.9972 On The Cwi Class With 39 Total Errors On The Test Set, While The Rule-Based Baseline 

Reaches F1 = 0.8607, Indicating A Substantial Performance Gap Between Contextual And Feature-

Driven Approaches. 

3.1. Rule-based Model Results 

With the best configuration obtained on the validation set, the rule-based baseline achieves the 

following performance on the test set. Table 3 shows the rule-based baseline results on the test set. 

 

Table 3. Experiment results of the rule-based baseline on the test set 

Metric Value 

Accuracy 0.9133 

Precision  0.8529 

Recall  0.8687 

F1 Score 0.8607 

 

The confusion matrix is shown in Figure 2 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.6.5501


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 6, December 2025, Page. 5976-5987 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.6.5501 

 

 

5982 

 
Figure 2. Confusion matrix (rule-based baseline) 

 

Out of 22.584 tokens, there are 1.044 false positives (non-complex words incorrectly flagged as 

complex) and 915 false negatives (complex words that are not detected). The relatively high recall 

0.8687 indicates that the baseline tends to be “aggressive” in marking complex words, but at the cost of 

a substantial number of false positives. 

From a linguistic perspective, the rule-based model tends to label as complex: 

1. long words, 

2. words with many syllables, 

3. words with derivational affixes, 

without taking into account frequency or context. This explains why several high-frequency 

words that are relatively easy for children are still classified as complex (over-flagging) 

3.2. IndoBERT Model Results 

When evaluated with the default probability threshold of 0.5, IndoBERT already achieves very high 

performance on both the validation and test sets F1 for the CWI class around 0.993. After calibrating 

the decision threshold and aligning evaluation with the rule-based setting, the final IndoBERT results 

on the same 22.584 test tokens are as follows. The IndoBERT results on the test set are shown in Table 

4. 

Table 4. IndoBERT results on the test set 

Metric Value 

Accuracy 0.9983 

Precision  0.9967 

Recall  0.9977 

F1  Score 0.9972 

 

The confusion matrix is shown in Figure 3 

 

 
Figure 3. Confusion matrix (IndoBERT) 
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On the same 22,584 test tokens, IndoBERT produces only 23 false positives and 16 false 

negatives. In practical terms, this means that IndoBERT almost always agrees with the human annotation 

in deciding whether a word is complex for children. 

3.3. Comparative Analysis IndoBERT vs Rule-Based 

Table 3 and Table 4 show that the IndoBERT model consistently outperforms the rule-based 

baseline on all evaluation metrics. To highlight these differences, Table 5 summarizes their performance 

side by side on the same test set of 22,584 tokens. 

 

Table 5. Comparison IndoBERT vs Rule-based 

Metric IndoBERT Rule-based 

Accuracy 0.9983 0.9133 

Precision 0.9967 0.8529 

Recall 0.9977 0.8687 

F1 Score 0.9972 0.8607 

 

The Comparison Experiment Result (Rule-based - IndoBERT) is shown in Figure 4. 

 

 
Figure 4. Comparison Experiment Result (Rule-based - IndoBERT) 

 

The absolute difference in F1 for the CWI class is approximately 0.1365, which is substantial 

given that both models are evaluated on the same gold-standard annotations. In addition, the total 

number of misclassified tokens drops from 1,959 (1,044 false positives and 915 false negatives) for the 

rule-based model to only 39 (23 false positives and 16 false negatives) for IndoBERT. 

These results indicate that IndoBERT is able to capture contextual cues that are inaccessible to 

the rule-based model. For example, the rule-based baseline relies heavily on surface form such as word 

length and the presence of affixes so it cannot distinguish between long but familiar words and genuinely 

rare or conceptually difficult terms. IndoBERT, on the other hand, can use surrounding context to infer 

whether a word is used as part of a technical expression, a proper name, or a relatively simple 

description, and therefore makes more accurate complexity judgments. This strong performance 

supports the use of pre-trained language models as a new baseline for CWI in Indonesian. 

3.4. Error Analysis 

To better understand the remaining errors, this study constructs an error table for IndoBERT’s on 

the test set. Each token is categorized into one of the following classes: 

1. FN (false negative): gold label = CWI, prediction = NonCWI, 

2. FP (false positive): gold label = NonCWI, prediction = CWI, 

3. OK: prediction matches the gold label. 
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Since the total number of errors is very small (39 cases out of 22,584 tokens), the patterns that 

emerge are mostly associated with borderline or ambiguous cases: 

1. Some false negatives occur on words that look relatively common in form and frequency but are 

considered complex in the annotation because of their high conceptual load (technical terms or 

abstract concepts). The model appears to be “fooled” by their similarity in surface form to simpler 

words. 

2. Some false positives occur on proper names or terms that appear frequently in the corpus, where 

the annotator judged them as non-complex while the model labeled them as complex, possibly 

because these words tend to co-occur with heavier or more technical contexts (e.g., scientific or 

formal news topics). 

Although the overall reliability of IndoBERT is very high, these patterns suggest that lexical 

complexity is not determined solely by surface form and contextual distribution, but also by factors 

beyond the text itself, such as age of acquisition, curricular exposure, and children’s real reading 

experiences. Integrating additional resources such as age-graded lexicons or curriculum-based word 

lists—could help align CWI decisions more closely with the profiles of real child readers 

4. DISCUSSIONS 

The experimental results show that IndoBERT can achieve almost perfect performance on the 

CWI task in the Indonesian children’s text corpus, with an F1 of 0.9972 for the CWI class and only 39 

misclassified tokens out of 22,584. In comparative terms, the F1 difference of about 0.13 points relative 

to the rule-based baseline indicates that the contextual and distributional information modeled by 

IndoBERT is far more informative than simple surface features such as word length, number of 

syllables, and affixes. This finding is consistent with trends in CWI research for other languages [5], 

[7], [28], [29], [30], [31], [32], [33]where models based on pre-trained language models typically 

outperform traditional lexical–syntactic approaches. 

However, such high scores must also be interpreted critically. First, the corpus used in this study 

is still relatively homogeneous in terms of domain and genre, so its vocabulary and sentence patterns 

may not fully represent the variety of children’s texts found in classrooms and other media (e.g., 

storybooks, popular science books, or exam materials). Second, lexical complexity annotation is carried 

out by a single annotator following practical guidelines that focus on word length, morphology, and 

perceived novelty of loanwords. While this brings internal consistency, it limits our ability to measure 

agreement across multiple child readers. In other words, the current IndoBERT model primarily learns 

to reproduce the decisions of a single annotator on a specific domain, and its external validity to other 

populations and domains remains to be tested. 

The error analysis also indicates that, even with a small number of errors, FP and FN patterns are 

not trivial. The model tends to over-flag long words that are in fact familiar to children, and under-flag 

proper names and loanwords whose frequency is increasing in the corpus. This suggests that lexical 

complexity depends not only on surface form and contextual distribution, but also on extra-textual 

factors such as age of acquisition, curricular exposure, and socio-cultural context. In future work, 

integrating additional resources such as age-graded lexicons or school curriculum word lists may help 

calibrate CWI decisions to better match real child readers. 

From an application perspective, the results indicate that the IndoBERT-based CWI module is 

mature enough to be used as a detector of complex words in children’s text simplification pipelines. 

Nevertheless, given the current limitations in domain coverage and annotation, practical deployment 

should include a human-in-the-loop mechanism, for example by using CWI outputs as a ranked list of 

candidate words for teachers or editors to review, rather than as fully automatic final decisions. 

Moreover, using CWI to highlight words that need glossaries, illustrations, or graded substitutions 

appears to be safer and more pedagogically sound than mechanically replacing all complex words. With 

such a design, a strong CWI model can serve as an assistive tool within the broader ecosystem of 

children’s literacy, rather than completely replacing human judgment 
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From an Informatics/Computer Science perspective, this work contributes to educational NLP 

and low-resource language technology by establishing a strong IndoBERT baseline and an interpretable 

comparison point for Indonesian children’s CWI. The benchmark enables systematic component 

evaluation for Indonesian text simplification pipelines and can support real-world applications such as 

adaptive reading tools, digital learning platforms, and human-in-the-loop simplification systems that 

prioritize child comprehension and literacy outcomes. 

5. CONCLUSION 

This study investigates the task of Complex Word Identification (CWI) in Indonesian children’s 

texts by leveraging an annotated corpus and comparing two main approaches: a linguistically motivated 

rule-based baseline and a pre-trained IndoBERT model for token classification. The corpus consists of 

10,012 children’s sentences with binary token-level annotations, yielding 22,584 labeled tokens in the 

test set. This corpus represents a practically relevant domain for efforts to simplify children’s reading 

materials. 

The rule-based baseline relies on simple linguistic features such as word length, number of 

syllables, and the presence of common Indonesian affixes. After parameter tuning on the validation set, 

this baseline achieves an accuracy of 0.9133 and an F1 of 0.8607 for the CWI class on the test set. These 

results show that a rule-based approach can provide a reasonable starting point while offering high 

interpretability regarding which lexical patterns are considered complex. 

The second approach uses IndoBERT fine-tuned as a token classifier. Evaluated on the same test 

tokens, the model attains an accuracy of 0.9983 and an F1 of 0.9972 for the CWI class, with only 39 

errors (combined false positives and false negatives). This comparison demonstrates that IndoBERT 

significantly outperforms the rule-based baseline across all evaluation metrics and is therefore suitable 

as a strong baseline for CWI in Indonesian children’s texts. 

Overall, the main contributions of this work are: an explicit formulation of the CWI task for 

Indonesian children’s texts, together with a binary token-level annotation scheme, the use of an 

annotated CWI corpus as a benchmark for evaluating CWI models in this domain; and  the establishment 

of both a linguistic rule-based baseline and a strong IndoBERT-based baseline, compared systematically 

on the same dataset. Importantly, this research advances Informatics/Computer Science by strengthening 

educational NLP resources for a low-resource language and enabling more reliable automatic support 

for children’s reading comprehension. 

In future work, the IndoBERT-based CWI module can be integrated into end-to-end text 

simplification pipelines for children, for example by adding modules to select simpler synonyms or to 

generate interactive glossaries. The corpus can also be enriched with additional information, such as 

grade level and reader profiles, enabling readability analyses to be conducted in a more comprehensive 

and fine-grained manner. Furthermore, exploring other pre-trained models (e.g., larger IndoBERT 

variants or multilingual models) and applying knowledge distillation techniques may yield lighter CWI 

models that are easier to integrate into real-world educational applications and digital learning platforms 
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