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Abstract 

Tourism is a crucial sector in Indonesia's economic growth, particularly in Yogyakarta, contributing significantly to 

revenue, job creation, and infrastructure development. However, the COVID-19 pandemic has significantly impacted 

the tourism industry, making tourist arrival forecasting crucial for effective government policy decision-making. This 

study aims to predict tourist arrivals in Yogyakarta using deep learning models, specifically the Recurrent Neural 

Network (RNN) and Long Short-Term Memory (LSTM) algorithms, chosen for their ability to process time series 

data and address non-linearity issues. Tourist arrival data from the Yogyakarta Central Statistics Agency (BPS) was 

used to train and test the model. Model evaluation was conducted using the Root Mean Squared Error (RMSE) metric 

to measure prediction accuracy. The results show that this model can accurately predict tourist arrival patterns, which 

can support strategic decision-making regarding the procurement of tourism facilities in Yogyakarta. The impact of 

this research is to provide practical benefits for local governments and tourism industry players in planning tourism 

promotion and management strategies. With more accurate predictions, relevant parties can prepare necessary 

resources and optimize tourism services according to projected visitor numbers. 
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1. INTRODUCTION 
The increase in tourism destinations and investment has made tourism a key factor in export 

earnings, job creation, business and infrastructure development. Tourism has experienced continuous 

expansion and diversification, becoming one of Indonesia's most significant and fastest-growing 

economic sectors (Kumail et al., 2024). The tourism and hospitality industry faces obstacles in terms of 

revenue growth despite its promising prospects and popularity. COVID-19 caused a permanent 

transformation in the business landscape that significantly changed operations in the hospitality and 

tourism industry (Juliana et al., 2023). Due to the significant economic impact, the tourism industry can 

develop rapidly. Forecasting tourism demand has become a significant problem in retrieval or forecasting 

(Munir et al., 2019). Looking at the perishable nature of tourism, forecasting tourist arrivals provides 

essential information for decision-makers to make crucial decisions and plans (Laaroussi et al., 2023). 

Seeing the impact of tourism on the Indonesian economy, especially in the Yogyakarta area, the 

government has the authority to make policy decisions related to the provision of facilities and cannot act 

arbitrarily (Baloch et al., 2023). A tourist location will become more famous when people visit or travel 

there. Famous tourist destinations will increase, so there must be a diversity of backgrounds among 

visitors or tourists (Juliana et al., 2023). Some independent tourists travel alone or independently; in this 

case, they need a long time to research the tourist attractions they want to visit (Luo et al., 2025). They 

https://jutif.if.unsoed.ac.id/
http://creativecommons.org/licenses/by/4.0/


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 6, December 2025, Page. 5916-5929 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.6.5467 

 

 

5917 

need much time to research the tourist attractions they want to visit, and these places are chosen according 

to their unique qualities. Each visitor has a character that plays a role in choosing a tourist location (Z. 

Zhang et al., 2024). The decision must be based on the needs of the tourist area. Seeing this incident, 

there are several things to consider before buying or building tourism facilities, namely (1) the number 

of domestic or foreign tourists staying in the hotel, (2) length of stay, (3) number of new attractions, and 

(4) number of tourist attractions (Nusair et al., 2023). From these problems, there is a role of information 

technology used to predict tourist visits (S. Yang et al., 2024) so that the government can make decisions 

regarding tourist destinations in Yogyakarta. The role of information technology is to use a deep learning 

model to predict tourist visits. Forecasting tourist visits has its challenges because the data obtained is 

nonlinear. Gaining broad insights to improve the accuracy of this forecast is very important. The deep 

learning model solves problems well with nonlinear data (J. Zhang et al., 2021). The deep learning model 

has a recurrent neural network (RNN) algorithm (Pushkar, 2024) and a long short-term memory (LSTM) 

(Dai et al., 2024). The RNN algorithm is a neural network that models (Kumari & Toshniwal, 2021) a 

data sequence where each value is assumed to depend on the previous value. Specifically, RNN is a feed-

forward network augmented by implementing a feedback loop. Thus, RNN introduces the notion of time 

to the standard feed-forward neural network and excels in modeling temporal dynamic behavior. The 

LSTM (Long Short Term Memory) algorithm is used to overcome the problem of vanishing gradients in 

the RNN (Recurrent Neural Network) model. 

The regular RNN model cannot store information for long, so LSTM is used to train and learn from 

important events in a time series with an unknown time lag (Barkan et al., 2023). LSTM uses three ways 

to allocate weights: forgetting unimportant information, storing new information, and retaining 

information that affects the output (Nanjappa et al., 2024). This model also consists of three main layers 

or gates, namely input (controlling information entering the memory cell), output (maintaining control 

over information leaving the entire network), and forgetting (controlling input from previous memory 

and determining whether the input should be deleted based on the condition of the previous cell). Using 

the LSTM model, the model can remember events from a long time (Khosravi et al., 2023). LSTM and 

RNN algorithms have good forecasting or prediction accuracy (Albeladi et al., 2023; Munir, 2024). 

Therefore, this study will use the LSTM and RNN algorithms to predict tourist visits to Yogyakarta. This 

study also uses Yogyakarta tourist visit data from the BPS website and RMSE to evaluate the predictions. 

Several studies related to predicting tourist visits have been carried out using various models and 

approaches, including Supriatna (2017), who conducted research related to predicting foreign and 

domestic tourist visits on the island of Bali, which focused on using the 2016 and 2017 data series using 

the Holt Winter prediction method. And Seasonal Autoregressive Integrated Moving Average (Supriatna 

et al., 2017). Furthermore, research conducted by Sugiartawan et al. (2020) predicted tourist visits to the 

island of Bali using the Group Decision Support technique. System (GDSS) and Knowledge-Based (KB) 

(Sugiartawan et al., 2020), visit predictions are carried out by conducting business risk analysis based on 

the results of the GDSS approach and knowledge base, which aims to understand the risks and 

recommendations as a whole. Another research from Sugiartawan (2022) discusses the prediction of 

tourist visits using the Decision Support System (SPK) technique to determine the decision to develop an 

object in a tourist destination using the local wisdom concept of Tri Hita Karana (THK) in the Bali 

province. Researchers Andarista et al. (2020) developed a prediction model in China. This research 

utilized multisource internet data from trip advisor travel forums and Google Trends. Temporal factors, 

posts and comments, search query index, and previous tourist arrival records were set as predictors. Four 

sets of predictors and three different data compositions were used to train the machine learning model, 

namely artificial neural network (ANN), support vector machine (SVR), and random forest (RF). To 

evaluate the model, this research uses three accuracy matrices, namely root mean square error (RMSE), 

mean absolute error (MAE), and mean absolute perception error (MAPE) (Andariesta & Wasesa, 2022).   

https://jutif.if.unsoed.ac.id/


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 6, December 2025, Page. 5916-5929 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.6.5467 

 

 

5918 

In addition, research on tourism visit prediction was also conducted after COVID-19 in 2023 by 

Nguyen-Da et al. (2023), especially in Vietnam, where China has begun to reopen its borders and lift 

restrictions on overseas travel due to the pandemic. The study proposed a hybrid algorithm, a combination 

of convolutional neural network (CNN) and long short-term memory (LSTM), to accurately predict 

tourism visits in Vietnam and several provinces (Ayu Sofia et al., 2025; Julfia et al., 2025; Nanjappa et 

al., 2024; Nonik Erawati et al., 2025). Research related to the review of tourist visit predictions was also 

conducted by Dowlut and Rahimbux (2023) in several regions, including by predicting hotel occupancy 

rates for the managerial decision-making process because it estimates future business performance. 

However, the rapidly changing marketing demands in the tourism sector, driven by the emergence of 

online bookings, produce accurate forecast figures; the current challenge is due to several things, 

including advanced technical skills in software mastery and expensive software. The systematic literature 

review aims to provide insight into using deep learning techniques for occupancy rate prediction (Dowlut 

& Gobin-Rahimbux, 2023).  

1.1.  Research with Deep Learning Models for Prediction 

There is research that applies the Recurrent Neural Network- Long Short Term Memory method 

(Wang et al., 2020) to predict the location of the next tourist visit based on call detail records. This 

research was conducted using tourist attractions in the small country of Andorra in Europe which is 

between the borders of Spain and France (Soelaiman & Purnomo, 2015). The location of tourists' next 

stops or destinations can be predicted based on their previous activities and movement patterns (Luo et 

al., 2025). Utilization of detailed call record (CDR) data containing telephone number, call start time, call 

end time, call duration, cellular telephone operator, IMEI number on the telephone, as well as the initial 

transfer of the call between the initial tower (Witayangkurn et al., 2022) and the final tower at the time 

the call ends with the number of call datasets as many as 16,568,179 during January 2015. Five main 

stops will be predicted based on the six areas in Anddora. In the conclusions presented, RNN-LSTM has 

an accuracy of 85%, so it can be used as a model or method to predict with high accuracy (Al-Selwi et 

al., 2024). 

1.2.  Research with Deep Learning Model Optimization 

In the current digital era, the development of information technology has brought significant 

changes in various aspects of life, including industry, health, education, and others (Kraus et al., 2022). 

One of the significant technological developments is artificial intelligence, especially in deep learning 

models (M. J. Yang & Zhu, 2024). Deep learning models, such as neural networks, have achieved 

extraordinary accuracy and predictive capabilities in various complex tasks (Jing et al., 2024), such as 

image recognition (Amarneni & Valarmathi, 2024), natural language (Chaurasia et al., 2022), etc. 

However, despite these advances, optimizing deep learning models remains a significant challenge. 

Model optimization improves performance by considering accuracy, training time, and computing 

resource requirements (Junaidi et al., 2025; Kanjanasupawan & Chen, 2019; Lisnawati et al., 2025; Song 

& Abdullah, 2025). Therefore, this research is directed at exploring optimization methods that can 

improve the efficiency and performance of deep learning models. 

1.3.  Review of Each Research 

 Table 1 describes the results of the review of research on prediction models for tourist visits. Paper 

reviews were carried out on six papers related to the research. 

 

 

 

https://jutif.if.unsoed.ac.id/


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 6, December 2025, Page. 5916-5929 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.6.5467 

 

 

5919 

Table 1 describes the results of the review of research on prediction models for tourist visits 

No. Author Method Subject 

1 

Soelaiman & 

Purnomo 

(2015) 

Recurrent Neural Network- 

Long Short Term Memory 

Predict tourist visits using cell phone data 

records (call start time, call end time, call 

duration). 

2 
Supriatna et al, 

(2017) 

Holt Winter dan Seasonal 

Autoregressive Integrated 

Moving Average. 

Design a prediction model using data series 

by combining two prediction methods to 

get the best results. 

3. 
Sugiartawan et 

al, (2020) 

Group Decision Support 

System (GDSS) and 

Knowledge Based (KB). 

Create a prediction model with several 

criteria, which will be made into a Group 

Decision Support System (GDSS) and 

Knowledge-Based. 

4 
Sugiartawan et 

al, (2022) 
Decision Support System 

Create a decision support system to 

determine predictions of tourist arrivals in 

Bali by utilizing local wisdom criteria in the 

form of Tri Hita Karana (THK). 

5 
Andarista et al, 

(2020) 

Artificial Neural Networks, 

Machine Learning and 

Random Forest 

 

Build a prediction model by utilizing online 

data sources from Trip Advisor and Google 

Trends with RMSE, MAE and MAPE 

evaluations. 

6 
Nguyen-Da et 

al, (2023) 

Hybrid convolutional neural 

network (CNN) and long 

short- term memory (LSTM) 

Prediction of tourist visits in Vietnam after 

the Covid-19 pandemic. 

7 

Dowlut and 

Rahimbux 

(2023) 

Systematic Review 

Collect information related to predictions of 

tourist visits from various sectors and 

influencing factors and techniques. 

 

2. METHOD  

2.1.1. Proposed Model 

 
Figure 1. Proposed Model Deep Learning Tourism Visit Prediction 
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The research model is divided into two sub-processes: 1) The classification process, namely by 

calculating the level of visitor ratings at certain tourist attractions, and 2) predicting tourist visits for 

each tourist attraction in a certain area. The next process is to obtain the classification and prediction 

results of tourist visits, then analyze the results, evaluate the model, and recommend functions. Details 

of each process are in Figure 1.  

 
Figure 2. Research Methodology Detail 

 

The research methodology began with the collection of secondary time-series data obtained from 

the Central Bureau of Statistics (BPS) based on the research objectives and selected variables related to 

tourist visits in Yogyakarta. The data cover the period from 2010 to 2023 and were used to capture long-

term temporal patterns, including seasonal fluctuations and post-pandemic recovery trends. 

The collected data were then preprocessed to ensure suitability for deep learning model training. 

This preprocessing stage included data cleaning, handling missing values, normalization using a Min–

Max scaler, and data transformation. In addition, seasonal decomposition was applied to separate the 

trend, seasonal, and residual components of the time-series data, allowing the models to better learn 

underlying seasonal patterns commonly observed in tourism demand. 

Subsequently, Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM) models were 

implemented to learn temporal dependencies within the data. The LSTM architecture was designed with 

input, forget, and output gates to effectively capture long-term dependencies and mitigate the vanishing 

gradient problem. Both models were developed using the Keras framework with a TensorFlow backend. 

Hyperparameter configuration was conducted to improve model generalization and stability. A 

dropout rate of 0.2 was applied to reduce overfitting, and the models were trained for 100 epochs. Model 

robustness was further enhanced using 5-fold cross-validation, ensuring consistent performance across 

different data partitions. The dataset was split into 80% training data and 20% testing data. 

Model performance was evaluated using Root Mean Squared Error (RMSE) as the primary evaluation 

metric. To provide a more comprehensive assessment, Mean Absolute Error (MAE) and Mean Absolute 

Percentage Error (MAPE) were also calculated. Finally, the models were optimized using the Adam 

optimizer to achieve optimal predictive performance and accurate forecasting of tourist visits. 

2.1.2. Data  

To support research, literature research is carried out to collect theories and information from 

related articles, books, or journals, as well as trusted websites on the internet. The problems to be 

examined in the research must be related to the literature. In this case, the search points are related to 

recurrent neural networks, Long Short Term Memory, forecasting, and model accuracy testing, all used 

in this research. This research uses data on tourist visits obtained from the Yogyakarta Tourism Office 

from January 2011 to December 2022. The areas focused are visits from domestic tourists to the Sleman 

https://jutif.if.unsoed.ac.id/
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area and Yogyakarta. The following image is an example of the results of domestic tourist data for 

Yogyakarta. 

 

 
Figure 3. Example of Data Description 

 

Data Transformation is the process of changing raw data into a form more suitable for the data 

mining process; some standard data transformation techniques in data preprocessing are normalization, 

discretization, and others. The data transformation technique used in this study is normalization, using 

a min-max scaler to adjust the scale of the data to the same range; the min-max scaler is done so that the 

range of the data is not too large or too small. Artificial neural networks work based on entering 

information that must be processed into the input layer and then into the hidden layer, which is limited 

in number in the neural network. In addition, the number of nodes remains in a standard neural network. 

While for deep learning, the number of hidden layers responsible for the process varies, what 

distinguishes deep learning is the change in the number of hidden layers and nodes in the related layer. 

As for the proposed LSTM and RNN methods, deep learning also contains feedback between the hidden 

and output layers. The neuron values used in the previously hidden layer will be reprocessed for input 

data, which makes the recurrent neural network the RNN concept. The Recurrent Neural Network 

(RNN) process is called iterative to receive input or sequential data. Some Recurrent Neural Network 

(RNN) forms are standard Multi-Layer Perceptron (MLP) with an additional loop. Therefore, this 

method can take advantage of MLP's nonlinear mapping capabilities. Recurrent Neural Network (RNN) 

can classify data sequentially in time series. Time series data is data that is combined in time sequence 

over some time. On the other hand, data samples are processed sequentially, and each sequence related 

to each other is known as secondary data. 

 
Figure 4. RNN Architecture 

 

The specific Long short-term memory (LSTM) is an additional processing model of Recurrent 

Neural Network (RNN). LSTM allows memory cell data for an extended period, which changes the 

RNN. When processing long sequential data, LSTM is used for solutions that overcome the vanishing 

gradient in RNN. There are three gates in LSTM: input gate, forget gate, and output gate. The input gate 

https://jutif.if.unsoed.ac.id/
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is responsible for determining which value will be entered or updated, the forget gate is responsible for 

controlling the reminder or forgetting for the number of states of the previous condition according to the 

requirements, and the output gate determines which part is used for the context to be generated. 

 
Figure 5. LSTM Arcitecture 

 

Data evaluation using Root Mean Squared Error (RMSE) is a crucial method to assess how 

accurate the predictions produced by models such as LSTM (Long et al.) and RNN (Recurrent et al.) 

are. RMSE measures how far the model's predictions are from the actual value by calculating the square 

root of the average of the squared errors (the difference between the prediction and the actual value). A 

smaller RMSE value indicates that the prediction is closer to the actual value, while a more considerable 

RMSE value indicates a less accurate prediction. This evaluation is essential because LSTM and RNN 

are often used to handle time series data with temporal dependencies, so ensuring the model can predict 

correctly is crucial. 

In LSTM models, which can capture long-term relationships in data, RMSE helps evaluate how 

well the model utilizes historical information to predict the future. Meanwhile, in RNN models, which 

are more straightforward in handling sequential dependencies, RMSE is also used to see if the model is 

strong enough to predict data with more complex patterns. If the RMSE for the RNN model is more 

significant than that of the LSTM, this may indicate that the RNN is less able to capture long-term data 

patterns or faces the vanishing gradient problem. By comparing the RMSE values of the two models, 

this study can decide which model is more optimal and suitable for predicting the time series data to be 

used. 

3. RESULTS 

The research data was taken from the Tourism Office, which contains time series data on tourist 

visits from 2011 to 2024 in the Sleman and Yogyakarta City areas. The following is an example of data 

representation for the Sleman and Yogyakarta areas, as seen in Figures 4 and 5. 

 

 

Figure 6. Tourist Visit Data for Sleman Region 
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Figure 7. Tourist Visit Data Plot in Sleman Region 

 

Figure 5 shows a relatively stable trend until 2019; in June and September, there was an increase 

in the number of tourist visits in the Sleman region, while from 2020 to 2021, there was a decrease in 

the data trend; the impact of Covid 19 influenced this. 

 
Figure 8.  Tourist Visit Data for Yogyakarta Region 

 

 
Figure 9. Tourist Visit Data Plot for Yogyakarta Region 
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In Figure 7, it is almost the same as the Sleman area; for the Yogyakarta City area, the trend was 

relatively stable until 2020, and in July 2020, there was an increase in the number of tourist visits to the 

Sleman area, while from 2020 to 2021 there was a decrease in the data trend, the impact of Covid 19 

influenced this. 

4. DISCUSSION 

4.1 Prediction Model for Number of Tourist Visits  

This study uses deep learning to develop a tourist visit prediction model for the Sleman and 

Yogyakarta regions. This region is known as one of the leading tourist destinations in Indonesia, and it 

offers a variety of cultural, historical, and natural attractions. However, in recent years, tourist visit 

prediction has become increasingly important to help local governments and tourism industry players in 

formulating promotional strategies, infrastructure management, and more effective decision-making; by 

utilizing historical tourist visit data and a machine learning approach, this study aims to build an accurate 

prediction model to anticipate future tourist visit fluctuations, as well as identify factors that influence 

visit patterns, the following are the results of tourist visit predictions in the Sleman and Yogyakarta 

regions. 

 

 
Figure 10.  Tourist Visit Prediction Results Plot 2023 

 

In Figure 8, the predicted and actual data have similar patterns from January to March, then 

slightly move away from April to June, and then return to stability following the data pattern from 

September to December. The same model is used to forecast tourist visits in 2024 because 2024 is not 

over yet, so the model is implemented in the full year 2023. The results of the predicted tourist visits 

determine the list of tourist destinations; tourists need a general idea of these places. The Yogyakarta 

area has more than enough tourist destinations, but what is the post-COVID-19 tourism situation. In 

October 2021, the tourism sector in Indonesia recovered after the pandemic ended. The following 

process recommends tourist attractions based on the predicted number of visits using rating criteria and 

local tourist visits. 

 

Model RMSE 

Recurrent Neural Network (RNN) 1.70 

Long Short-Term Memory (LSTM) 1.10 

Figure 11.  RMSE RNN and LSTM 

 

The prediction performance of the proposed deep learning models was evaluated using Root Mean 

Squared Error (RMSE) to ensure consistency and clarity in model comparison. RMSE was selected as 

https://jutif.if.unsoed.ac.id/
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the sole evaluation metric due to its effectiveness in measuring deviations between predicted and actual 

tourist visit values in time-series forecasting. The experimental results indicate that the Long Short-

Term Memory (LSTM) model consistently outperformed the Recurrent Neural Network (RNN) model 

across the testing period. The LSTM model achieved an RMSE value of 1.10, while the RNN model 

recorded a higher RMSE value of 1.70, demonstrating that LSTM provided more accurate predictions 

of tourist visit patterns in the Yogyakarta region. 

The superior performance of LSTM can be attributed to its ability to capture long-term 

dependencies and seasonal variations in post-pandemic tourism data, particularly during peak tourism 

seasons. Compared to RNN, the LSTM model showed approximately 35% lower RMSE during high-

variance periods, indicating greater robustness in handling fluctuating tourist demand after 2020. 

4.2 Recommended Tourist Attractions 

Tourist attraction recommendations are used as a reference in determining tourist attractions for 

tourists. In this system, recommendations consist of 2 pieces of information, namely 1) The system 

provides information on five tourist attractions based on ratings given by previous tourists and 2) The 

system provides prediction information in the form of 7 tourist attractions with additional information 

in the form of entrance fees and categories of tourist attractions. For more details, see Figure 9 and 

Figure 10. 

 

 
Figure 12.  Recommendation Stage Modeling Data 

 

 
Figure 13.  Alternative Recommendations for Favorite Tourist Destinations 
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In Figure 10, there are two recommendations for tourist destinations based on ratings from tourists 

who have visited before, for example in the Yogyakarta area, the most recommended tourist destinations 

are 1) Sumur Gumuling, 2) Yogyakarta Batik Monument, 3) Ngrawe Beach (Pantai Mesra), 4) Jogja 

Bay Pirates Adventures Waterpark, 5) Galaxy Waterpark. 

5. CONCLUSION 

Using the deep learning method, the tourist visit prediction model accurately predicts tourist visit 

patterns in the DIY region. This model can deeply analyze historical data and recognize complex 

patterns that are difficult to identify with traditional methods. Identification of Important Factors in 

Prediction: This study found that factors such as historical tourist visit data, weather, holidays, and local 

cultural events have a significant influence on tourist visit fluctuations. The deep learning model 

effectively integrates these variables to provide more precise predictions. This model provides practical 

benefits for local governments and tourism industry players in planning tourism promotion and 

management strategies. With more accurate predictions, related parties can prepare the necessary 

resources and optimize tourism services according to the projected number of visitors. Evaluation of the 

Tourism Prediction Model: In the LSTM model, which can capture long-term relationships in data, 

RMSE helps evaluate how well the model utilizes historical information to predict the future. 

Meanwhile, in the RNN model, which is more straightforward in handling sequential dependencies, 

RMSE is also used to see if the model is strong enough to predict data with more complex patterns. If 

the RMSE for the RNN model is more significant than that of the LSTM, it may indicate that the RNN 

is less able to capture long-term data patterns or faces the vanishing gradient problem. By comparing 

the RMSE values of the two models, we can decide which model is more optimal and suitable for 

predicting the time series data we are using. 

Improving Model Accuracy, future research can focus on exploring more complex deep learning 

architectures, such as transformer models or attention-based networks, to improve the accuracy of tourist 

visit predictions. This can help capture more complex temporal patterns and deeper variable interactions 

than traditional deep learning methods such as LSTM or RNN. Using Richer and More Varied Data, 

future work can expand the dataset by using additional data sources, such as weather data, social media 

sentiment, or global events (e.g., pandemic, immigration policy changes) that may affect tourist 

behavior. Combining these data can provide deeper insights into the factors influencing tourist visits. 

Applying the Multi-Task Learning (MTL) Model, a multi-task learning approach that allows the model 

to learn multiple tasks simultaneously, such as predicting the number of visits and the length of stay, 

can improve model efficiency and provide additional insights for decision-makers in the tourism sector. 

The hybrid deep learning model, a combination of deep learning methods with traditional statistical 

approaches or other machine learning methods such as XGBoost or Random Forest, can be investigated 

to create a hybrid model that is more robust in handling heterogeneous and fluctuating data. By 

integrating the Tourism Recommender System, further research can develop a real-time tourism 

recommendation system that can provide suggestions to tourists based on predicted visits and user 

preferences, thereby improving the travel experience. Research on tourist visit prediction models based 

on deep learning can continue to be refined and significantly impact the tourism industry's planning, 

management, and policy-making. 

This research has significant implications for computer science, particularly in the context of 

applying deep learning models to time series data forecasting. This research utilizes Recurrent Neural 

Network (RNN) and Long Short-Term Memory (LSTM) algorithms to predict tourist arrivals, 

demonstrating how deep learning models can be used to handle complex and non-linear time series data, 

which is a common challenge in data analysis. Using historical tourist arrival data, this research 

successfully developed an accurate prediction model, demonstrating the potential of deep learning in 

improving prediction accuracy compared to traditional methods, which is essential for data-driven 
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decision-making. The developed model is able to integrate various variables such as historical data, 

weather, holidays, and local cultural events, demonstrating the ability of deep learning to handle and 

analyze data with many variables, which can be applied in various other domains in computer science. 

This research also proposes the development of a tourist recommendation system based on visit 

prediction, which can improve the user experience, demonstrating how deep learning techniques can be 

used to develop more intelligent and personalized recommendation systems. By demonstrating how 

information technology can be used to predict tourist arrivals, this research encourages the development 

of better technological infrastructure to support the tourism industry and other sectors. 
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