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Abstract

Micro, Small, and Medium Enterprises (MSMEs) face challenges in recommendation systems for digital economy
growth, particularly in participatory development and sustainable revenue optimization. This study aims to develop
a recommendation system using Item-Based Collaborative Filtering and LightGBM for stock prediction and item
recommendation at Kedai Pesisir MSME. Based on 1,229 transaction records from January to July 2025, we
performed preprocessing, feature engineering, and LightGBM training to generate daily stock predictions and
monthly priorities for August 2025 to January 2026. Evaluation yielded RMSE 0.069, MAE 0.034, and MAPE 1.14%,
indicating high accuracy. This advances informatics by providing a scalable Al tool for MSME inventory
management and revenue enhancement, supporting strategic decisions in dynamic markets
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1. INTRODUCTION

Information technology serves as a tool for sustaining business activities by facilitating
transactions and managing innovation aspects to ensure more effective business processes[1] .High-
quality economic development is characterized by innovation as the main driver, along with
coordination, openness, sustainability, and the capacity to meet society’s increasing needs for a better
quality of life[2]. The digital economy, as a technology-driven system, accelerates innovation,
efficiency, and productivity in supporting efforts toward achieving high-quality economic
development[3]. The presence of technology fosters continuous advancements across various
disciplines, particularly in the field of economics[4].

Micro, Small, and Medium Enterprises (MSMESs) are business actors engaged in diverse sectors
that directly affect society. In Indonesia, MSMEs are currently considered an effective means of poverty
alleviation. Based on statistics and research, MSMEs represent the largest share of business groups.
They are legally regulated through Law Number 20 of 2008 concerning Micro, Small, and Medium
Enterprises, serving as a safeguard for the national economy during crises and as a catalyst for economic
recovery[5]. Data from the Ministry of Cooperatives and MSMEs show that MSMEs contribute
significantly to Indonesia’s economy, accounting for more than 61% of GDP, or approximately IDR
9,580 trillion[6].

Parepare City, as a rapidly developing municipality, has placed strong emphasis on MSME
development due to its crucial role in economic growth. According to the Parepare Office of
Cooperatives and MSMEs, more than 2,000 MSMEs have been established and continue to grow in the
city. Among various business sectors, the culinary industry dominates|[7]. Within this context, the fish-
processing MSME group Kedai Pesisir, located in Ujung District, Parepare, operates in the food sector,
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serving as a source of income for coastal communities. The independence of Kedai Pesisir is closely
tied to one of its main objectives—utilizing technology for two essential purposes: participatory growth
processes and sustainable development to improve income levels.

The revenue of a business is influenced by rising demand and the availability of sufficient
stock[8]. Collaborative Filtering has emerged as a paradigm for parameterizing users and items based
on correlation patterns derived from interaction or purchase data[9]. The application of Collaborative
Filtering models in business recommendation systems, which present items to users based on
preferences and behavioral patterns, is particularly relevant for influencing strategic decision-making,
revenue generation, and inventory management[10].

Machine learning has become a central component of recent advancements in Artificial
Intelligence (AI)[11], particularly in recommendation systems, personalization trends, and internet
accessibility. However, these systems face various limitations and challenges, including scalability and
the cold-start problem[12]. Numerous studies have been conducted on recommendation systems using
various Machine Learning methods. For instance, Jing Yu et al. developed a recommendation system
using the MovieLens 1M dataset, which demonstrated superior performance in predicting customer
preferences[13]. Recommendation systems operate by identifying items with similar characteristics,
such as music tracks and movies[14]. Xu Yua et al. introduced a recommendation system that
incorporated customer behavioral dynamics through Self-Supervised Imitation (SSI), demonstrating
flexibility and superior performance [15]. Similarly, item-based recommendation systems utilizing
customer clickstream data showed that SQN and SAC methods significantly improved item
recommendation accuracy [16]. Among widely used Machine Learning models, the LightGBM
algorithm has been applied in various domains. For example, Chyntia et al. employed LightGBM to
predict research article methodological quality, achieving 57% accuracy in retrospective validation and
53% in prospective studies[17], Yue Wu et al. applied LightGBM for market volatility prediction,
reporting an RMSPE score of 0.211 [18], Dhruva et al. utilized LightGBM to detect Parkinson’s disease,
demonstrating higher efficiency and accuracy compared to XGBoost [19], Xiaomin et al. implemented
LightGBM in a personalized web content recommendation system, achieving MAE of 1.08% and RMSE
of 2.41%, while highlighting challenges related to big data management and diverse user preferences
[20].

The main challenge in Collaborative Filtering lies in handling increasingly complex data [21], as
user—item interactions are often sparsely distributed, which limits the representational capacity of the
paradigm [9]. In the business context, the ability to identify customer purchasing patterns significantly
influences strategic decisions, such as inventory management [22]. These challenges underscore the
necessity for innovation in recommendation systems for business applications. Therefore, this study
aims to develop a system capable of recognizing patterns within data, improving prediction and
recommendation accuracy based on customer—item interaction data, and providing MSMEs with
predictive insights and stock recommendations for several upcoming months. This serves as an added
value in the broader effort of national economic transformation toward an innovation-driven economy,
utilizing an Item-Based Collaborative Filtering model with a Machine Learning approach through the
LightGBM algorithm.

2. METHOD

This study employs the LightGBM algorithm with the objective of identifying patterns within the
data, enhancing the accuracy of recommendations based on customer—item interaction data from MSME
transactions, and providing predictive insights as well as stock recommendations for the upcoming
months. The algorithm was selected due to its capability to efficiently discover patterns, its
computational speed, and its low memory consumption [20]. As a result, the developed model is
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expected to accurately capture sales data patterns across multiple attributes obtained from MSMEs. It
subsequently generates predictions and provides recommendations on products likely to experience
higher demand in the following months, thereby enabling MSMEs to prioritize inventory for those
products. The research workflow is illustrated in Figure 1.

. X ) Training dan Testing
Input Dat P Feature E 8
/ nput Data /éﬁ reprocessing eature Engineering Data Split
Evaluation Prediction Modelling
& Recomendation Light GBM

Figure 1. Methodological Steps used in this Study

2.1. Data Collection

This study utilizes historical sales data from the Kedai Pesisir MSME, comprising 1,229
transaction records collected over the period of January 2025 to July 2025.

2.2. Preprocessing

At this stage, data cleaning is a process used to detect, correct, and handle incomplete and
inaccurate datasets, tables, or databases. This process refers to the treatment of dirty data, which may
be replaced, modified, or removed after the identification of incomplete, invalid, inconsistent, or
irrelevant data [23]. In this study, checking for missing values was the initial step in data preprocessing
to identify potential data gaps, followed by either removing rows or columns with missing values or
imputing them with appropriate substitutions.

Furthermore, the Date column was converted into the datetime format, while the Unit Price
column was cleaned by removing non-numeric characters (e.g., “Rp” and “.”). Subsequently, a data
transformation step was performed, converting the dataset from .xlsx format into .csv format for model
input. The sales data covering the period of January 2025—-July 2025 in both .xlsx and .csv formats are
presented in Table 1 and Table 2, respectively.

Table 1. Data in .xIsx format

No. Date P;(:Ii:ll:t Variant lzzlcelj(;}%f Quantity  Unit Price Total
1 13/01/2025  Fish Floss  Spicy 100 gr 19 Rp 22.000 Rp 218.000
13/01/2025 Fish Floss  Sweet 200 gr 3 Rp 38.000 Rp 114.000
3 13/01/2025 Chiken
Floss Spicy 200 gr 7 Rp 43000 Rp 301.000
4 13/01/2025 Chiken
Floss Spicy 100 gr 2 Rp 27000 Rp 54.000
5 13/01/2025 Fish Floss  Spicy 500 gr 2 Rp 80.000 Rp 160.000
6 13/01/2025 Fish Floss ~ Sweet 500 gr 3 Rp 88.000 Rp 176 .000

1226 31/07/2025 Chiken

Floss Sweet 200 gr 2 Rp 43.000 Rp 86.000
1227  31/07/2025 Beef Floss  Spicy 500 gr 1 Rp 88.000 Rp 88.000
1228  31/07/2025 Fish Floss ~ Sweet 200 gr 5 Rp 38000 Rp 190.000
1229 31/07/2025 Chiken

Floss Spicy 500 gr 1 Rp 85.000 Rp 85.000
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Table 2. Data in .csv format

No. Date, Product Name, Variant, Package Weight, Quantity, Unit Price, Total
13/01/2025,Fish Floss,Spicy,100 gram,19,"Rp22.000,00","Rp218.000,00"
13/01/2025,Fish Floss,Sweet,200 gram,3,"Rp38.000,00","Rp114.000,00"
13/01/2025,Chiken Floss,Spicy,200 gram,7,"Rp43.000,00","Rp301.000,00"
13/01/2025,Chiken Floss,Spicy,100 gram,2,"Rp27.000,00","Rp54.000,00"
13/01/2025,Fish Floss,Spicy,500 gram,2,"Rp80.000,00","Rp160.000,00"
13/01/2025,Beef Floss,Sweet,500 gram,2,"Rp88.000,00","Rp176.000,00"

AN N Bk W=

1226 31/07/2025,Chiken Floss,Sweet,200 gram,2,"Rp43.000,00","Rp86.000,00"
1227 31/07/2025,Beef Floss,Spicy,500 gram,1,"Rp88.000,00","Rp88.000,00"
1228 31/07/2025,Fish Floss,Sweet,200 gram,5,"Rp38.000,00","Rp190.000,00"
1229 31/07/2025,Chiken Floss,Spicy,500 gram,1,"Rp85.000,00","Rp85.000,00"

2.3. Feature Engineering

Feature engineering involves the design of several well-constructed features [24], such as
Temporal Features, Contextual Features to mark periods of high demand, Lag Features to capture short-
term trends, Rolling Features to represent long-term trends, and Annual Cyclical Features to assist the
model in recognizing 12-month seasonal patterns. Several of the features utilized in this study are
presented in Table 3.

Table 3. Features Table

No. Features Feature Description
1 Month, Year, Week of Year,
Time Features Day of Week, and
Week of Month
2 Contextual Season
Features
3 Sales_Last Month,
Lag Features ~ Sales 2Months_Ago, and
Sales 3Months_Ago

4 Rolling Avg Sales 3Months,
Features Avg Sales 6Months, and
Std_Sales 3Months
5  Annual Month_Sin and Month_Cos
Cyclical
Features

2.4. Training and Testing Data Split

The dataset was divided into training and testing subsets to evaluate model performance and
ensure its ability to generalize effectively. In this study, 80% of the data was allocated for training and
20% for testing.

2.5. Item Based Collaborative Filtering

Item-based collaborative filtering, or product-based collaboration, provides recommendations to
users by assessing the similarity values between items or products. These similarity values are calculated
based on the ratings given by users. Adjusted Cosine Similarity is one of the key stages in the item-
based collaborative filtering method, used to compute similarity scores between items and to identify
the most similar ones.
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In this approach, for any pair of items i and j, a similarity measure (Sj) is determined by applying
the following formula:

Zu€U(Ru,i_RU)(Ru,j_Ru) (1)

\/Z uel (R, -R u)Z Jz u€U(Ru,j -R u)Z

sim (i,j) =

Where,
sim(i,j) = Similarity value between items i and j
u€U = Set of users who have rated both items
Ry = Rating given by user u to item i
Ry = Rating given by user u to item j
Ru = Avarage rating value of user u

2.6. LightGBM
This study employed the LightGBM algorithm. The fundamental principles and processes of
LightGBM are described as follows:
First, initialize F0(x) learner based on a priori information, as in Equation (2)
_ P(y=1|x)
fo) = lg oot b
where P(y = I|x) represents the proportion of sample y = / in training samples.

Then, M regression trees are established, and the residual value of the mth tree is calculated
according to Equation (3):

Tmi =Y~ TR 3)

where F(xi) and yi are fitting data and rm,i stands for leaf node region.
Finally, strong learner FM(x) is calculated according to Equation (4):

fu @) = fo0) + Tno B B e L, x € Ty 4)

where j represents the jth tree; cm,jl is the residual value corresponding to the jth tree; / is a random
number[25].

In this study, we adopted optimization techniques for training and prediction in LightGBM,
namely Gradient-Based One-Side Sampling (GOSS) and Exclusive Feature Bundling (EFB). With
GOSS, LightGBM discards the majority of data instances with small gradients and retains the remaining
ones to construct a representative data subset. Meanwhile, EFB reduces the feature space by combining
mutually exclusive features into the same vector, with offset indices applied to separate the feature
values during decoding.

Table 4. Features Table

No. Features Feature Description
1  n_estimators 200
2 learning rate 0,05
3 num leaves 31
4 max_depth 10
5 reg alpha 0,1
6  reg lambda 0,5
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Furthermore, grid search was employed to tune several key hyperparameters, including
n_estimators (the number of boosting rounds), learning rate (the step size for tree combination), and
reg_alpha (L1 regularization to prevent overfitting by encouraging sparsity). In this study, the
num_leaves parameter for a single decision tree was set to 20 and 30. The complete parameter
configuration used in this research is presented in Table 4.

2.7. Model Evaluation

The performance of the model was evaluated using Root Mean Square Error (RMSE), Mean
Absolute Percentage Error (MAPE), and Mean Absolute Error (MAE). RMSE measures the square root
of the average squared difference between the predicted values (i) and the actual values (yi). MAPE
evaluates relative error in percentage terms, which facilitates comparison across datasets with different
scales. The MAPE value is obtained by calculating the mean of the absolute percentage errors, where M
denotes the number of data points, y: the actual values, and y; the predicted values [26]. MAE measures
the average magnitude of absolute differences between actual and predicted values [27]. The
formulations of RMSE, MAPE, and MAE used in this study are presented in Equations (4), (5), and (6).

1 . A
RMSE = |2 T, - 902 6
_100% wpn  |yi-9i
MAPE =25 i=1| = | (6)
1 . A
MAE =1 5 lyi - il ()

3.  RESULTS

The dataset used in this study covers the period of January-July 2025 from data of UMKM Kedai
Pesisir, which were collected through observation, interviews, data gathering, and Focus Group
Discussions (FGD). The dataset was subsequently preprocessed and subjected to feature engineering,
including Month, Year, Week of Year, Day of Week, Week of Month, Season, Sales Lagl,
Sales Lag2, Sales Lag3, Rolling Mean3, Rolling Mean6, Rolling_Std3, Month_Sin, and Month_Cos.
The data were then split into training and testing subsets with an 80:20 ratio. The LightGBM algorithm
was employed with optimized hyperparameters (n_estimators = 200, learning rate = 0.05, num_leaves
=31, max_depth =10, reg_alpha =0.1, reg _lambda = 0.5), yielding significant performance results.

The predictive analysis and stock recommendations were generated using validation data that
were not included during training, thereby ensuring an unbiased evaluation of the model’s forecasting
capability. The prediction results and stock recommendations, aimed at anticipating demand volatility
for the next six months (August 2025 — January 2026), are presented in Table 5.

Table 5 presents the prediction and recommendation results generated by the LightGBM-based
recommendation system in this study. The evaluation period covers August 2025 to January 2026,
focusing on demand forecasting for UMKM abon products. The ‘Forecast’ column represents the
estimated demand, while ‘Safety Stock’ indicates the buffer stock recommended to mitigate
uncertainties. The ‘Suggested Stock’ refers to the total inventory required to anticipate sudden increases
in demand, and the ‘Stock Priority’ column classifies products into different priority levels based on
predicted demand and risk of shortage.
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Table 5. Forecasted Demand and Stock Recommendations

No Evaluation Safety Suggested Stock
Period Product/ltem Forecast Stoclz Sgtgock Priority
1 2025-08 Chiken Floss 3 3 6 Medium
(Spicy, 200 gram) Priority
2 2025-08 Beef Floss (Spicy, 6 7 13
100 gram) High Priority
3 2025-08 Fish Floss (Spicy, 2 2 4
500 gram) Low Priority
4 2025-08 Beef Floss (Spicy, 2 2 4
200 gram) Low Priority
5 2025-08 Fish Floss (Sweet, 9 13 22
100 gram) High Priority
6 2025-08 Fish Floss (Spicy, 3 4 7 Medium
100 gram) Priority
176 2026-01 Chiken Floss (Spicy, 3 3 6 Medium
200 gram) Priority
177 2026-01 Fish Floss (Spicy, 6 9 15
100 gram) High Priority
178 2026-01 Beef Floss (Spicy, 1 2 3
500 gram) Low Priority
179 2026-01 Chiken Floss 3 4 7
(Sweet, 200 gram) Low Priority
180 2026-01 Chiken Floss 8 10 18
(Sweet, 100 gram) High Priority
181 2026-01 Chiken Floss 3 4 7 Medium
(Sweet, 200 gram) Priority

Furthermore, the recommended priority stock items for the next six months, as produced by the

system, are summarized in Table 6 and illustrated in Figure 2.

Subsequently, the performance of the prediction results generated by the recommendation system

Table 6. Forecasted Demand and Recommendations Priority Month Stock

No. Evaluation . Package = Recommended

Period Product/ltem  Variant Weigl%t Stock Quantity
1 2025-08 Fish Floss Sweet 100 gram 22 Units
2 2025-08 Chiken Floss Sweet 100 gram 14 Units
3 2025-09 Fish Floss Sweet 100 gram 15 Units
4 2025-09 Chiken Floss Sweet 100 gram 11 Units
5 2025-10 Fish Floss Sweet 100 gram 16 Units
6  2025-10 Chiken Floss Sweet 100 gram 11 Units
7 2025-11 Fish Floss Sweet 100 gram 20 Units
8 2025-11 Chiken Floss Sweet 100 gram 14 Units
9  2025-12 Fish Floss Sweet 100 gram 15 Units
10 2025-12 Chiken Floss Sweet 100 gram 11 Units
11 2026-01 Fish Floss Sweet 100 gram 16 Units
12 2026-01 Chiken Floss Sweet 100 gram 13 Units

in this study is presented in Figure 3.
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Top 5 Recommended Stock per Month (Forecast + Safety Stock)
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Figure 2. Priority Stock Item Recommendations for the Next Six Months
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Figure 3. Model Prediction Results

Overall, as shown in Figure 4, the distribution of training and testing data indicates that the model
does not suffer from overfitting, thereby ensuring accurate prediction performance. The alignment
between predicted values, recommendations, and actual values further demonstrates that the model
possesses strong predictive and recommendation capabilities, highlighting its applicability in forecasting
sales and providing stock item recommendations to anticipate demand volatility. The model’s
performance metrics are presented in Table 7.

The model performance in Table 5 indicates that the Root Mean Squared Error (RMSE) of 0.069
reflects the average prediction error relative to the target output, suggesting that the model’s predictions
are consistently very close to the actual values. The Mean Absolute Error (MAE) of 0.034 demonstrates
that, on average, each prediction deviates by only 0.034 units from the actual value, confirming the
model’s high accuracy. Furthermore, the Mean Absolute Percentage Error (MAPE) of 1.14% shows that
the model’s predictions deviate by just 1.14% on average from the actual values, which indicates an
exceptionally high predictive accuracy, as it remains well below the 2% threshold.
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Table 7. Model Performance

No Metric Value
1 Root Mean Squared Error (RMSE) 0.069
2 Mean Absolute Error  (MAE) 0.034
3 Mean Absolute Percentage Error (MAPE) 1.14%

4. DISCUSSIONS

This study aimed to develop a recommendation system capable of identifying patterns in sales
data and enhancing the accuracy of both predictions and recommendations based on customer—item
interactions using the LightGBM algorithm in the context of UMKM Kedai Pesisir. The model was
trained with optimized parameter configurations and an 80:20 train—test split, demonstrating that the
model did not suffer from overfitting, thereby indicating reliable predictive performance. Although the
predicted and actual values generally aligned well, minor discrepancies were observed at certain data
points, particularly when deviations exceeded a value of 20. Nevertheless, the results confirm that the
model performs effectively in predicting and recommending items for UMKM Kedai Pesisir. The
system successfully generated daily stock predictions and recommendations for the next six months
(August 2025-January 2026), including estimated demand, safety stock levels as a buffer, suggested
stock levels for demand anticipation, and prioritized stock recommendations.

This study demonstrates that the LightGBM model, optimized through grid search and feature
engineering, effectively captures sales patterns and provides accurate predictions and item
recommendations to anticipate demand volatility in UMKM Kedai Pesisir. With evaluation metrics of
RMSE at 0.069, MAE at 0.034, and MAPE at 1.14%, the model proved its ability to consistently learn
complex patterns from the sales data within the period of January 2025—July 2025. These findings are
consistent with previous research by Zhao et al. [28], who highlighted the strong performance of
LightGBM in addressing data sparsity issues, achieving higher accuracy with reduced errors, a higher
AUC, and a lower Logloss. Similarly, Sugiura et al. [29] noted that the limitation of insufficient external
data could be mitigated through the integration of material price APIs. They also suggested future
research directions, such as comparative analyses with algorithms like XGBoost. In their study,
LightGBM, enhanced with optimized parameters and additional features, successfully tackled the
challenge of predicting the most frequently selected news articles by users, achieving superior
performance with an AUC of 0.8169.

Nevertheless, this study also acknowledges certain limitations. The analysis was restricted to
internal sales data of UMKM Kedai Pesisir, specifically focusing on abon sales. External factors such
as promotional activities or price fluctuations driven by raw material costs were not incorporated into
the current dataset, limiting the model’s ability to account for such variables. Future research could
integrate these external factors into the recommendation framework, either by extending the current
LightGBM-based approach or by exploring alternative models, to further enhance predictive
performance and practical applicability.

5. CONCLUSION

This study presents the application of the LightGBM model in a recommendation system,
demonstrating its applicability in sales prediction and item recommendation to anticipate demand
volatility at UMKM Kedai Pesisir. The system is capable of generating daily stock predictions and
recommendations for the next six months, including estimated demand, safety stock as a buffer,
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suggested stock levels to anticipate fluctuations, and prioritized product stock recommendations for the
period of August 2025 to January 2026.

The evaluation results indicate a highly accurate performance. The Root Mean Squared Error
(RMSE) of 0.069 suggests that the average deviation of the model’s predictions from the actual values
is minimal, reflecting consistent accuracy. The Mean Absolute Error (MAE) of 0.034 further confirms
that, on average, each prediction deviates by only 0.034 units from the actual values, highlighting the
model’s strong predictive capability. Moreover, the Mean Absolute Percentage Error (MAPE) of 1.14%
shows that the predictions deviate by only 1.14% from the actual values on average, underscoring the
model’s high accuracy, as it remains well below the 2% threshold. These findings confirm that the
combination of data partitioning, parameter tuning, and feature selection effectively enables the model
to capture sales patterns, addressing challenges highlighted in previous studies. However, this study also
acknowledges certain limitations, particularly the reliance solely on internal sales data without
incorporating external factors such as discounts, promotional activities, or raw material price
fluctuations. The contribution to the field of informatics lies in the application of the LightGBM model
for MSME recommendation systems, which enhances digital economic efficiency and business
sustainability. Future research could integrate external data sources using a hybrid Light GBM—XGBoost
approach to achieve higher predictive accuracy. Moreover, integrating these factors into the
recommendation system—either by extending the current LightGBM framework or by adopting
alternative models—could further improve predictive accuracy and strengthen the model’s practical
relevance in real-world business applications.
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