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Abstract 

The swift expansion of e-commerce has markedly heightened the necessity for precise sales forecasting, essential for 

efficient marketing tactics and inventory control. This research evaluates five classification models—Decision Tree, 

Random Forest, Support Vector Machine (SVM), Naive Bayes, and K-Nearest Neighbors (KNN)—to predict sales 

outcomes using e-commerce transaction data. The models were assessed utilizing criteria including accuracy, 

precision, recall, F1-score, AUC, and Log Loss. The findings indicate that Random Forest exceeds the performance 

of the other models, with an accuracy of 97.5% and an AUC of 0.991, markedly outperforming the alternatives. This 

study presents a unique contribution by contrasting these classification models in the realm of e-commerce in 

Indonesia, yielding significant insights for the advancement of more effective predictive algorithms in informatics. 

The results not only enhance the optimization of marketing strategies but also enrich the comprehension of machine 

learning applications in sales forecasting. This study underscores the necessity of choosing the appropriate model for 

enhanced sales forecasting, with considerable ramifications for data-driven decision-making in the e-commerce 

sector. 
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1. INTRODUCTION 

The increasing reliance on big data has fundamentally reshaped decision-making processes in 

various industries, particularly in e-commerce and retail. Businesses can now gather, process, and 

analyze extensive volumes of sales transaction data, offering significant opportunity for improving 

marketing tactics, enhancing customer experiences, and refining inventory management. In such a 

competitive business landscape, accurately predicting sales outcomes has become crucial for developing 

more targeted and effective strategies [1], [2]. Predictive analytics, driven by advanced machine learning 

models, is essential for delivering important insights that inform key business choices. [3]–[5] 

Sales transactions are affected by various factors, including product features, pricing methods, 

and consumer characteristics. Data collected from each transaction, including transaction dates, product 

names, customer information, pricing, and quantity sold, contains significant potential for identifying 

patterns that can influence future purchasing behavior [6]. For instance, analyzing transaction dates can 

reveal seasonal purchasing trends, while attributes such as product names, prices, and categories provide 

insights into customer preferences and demand for specific products [7]. Additionally, information 

regarding the quantity sold and total sales amounts can help assess the profitability of products and guide 

inventory decisions [8]. 
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Nonetheless, prior research on sales forecasting has predominantly concentrated on conventional 

models, such as Decision Trees and Naive Bayes, which frequently fail to encapsulate the intricate, non-

linear correlations characteristic of e-commerce data [9]–[13]. Moreover, numerous current 

methodologies inadequately tackle the challenges presented by high-dimensional datasets, resulting in 

problems such as overfitting or suboptimal performance. This research offers a systematic comparative 

assessment of five machine learning models—Decision Tree, Random Forest, SVM, Naive Bayes, and 

K-Nearest Neighbors (KNN)—utilizing various evaluation criteria on e-commerce transaction data, in 

contrast to prior studies that concentrated on individual models [14]–[16]. This study will elucidate the 

most effective method for forecasting sales outcomes within the specific context of Indonesian e-

commerce through a comparative analysis of different models. 

The objective of predictive analytics in sales is to comprehend the interplay of many aspects and 

their influence on one another to accurately forecast future sales outcomes [1]. Classification models, 

which are widely used in predictive analytics, offer a powerful tool for grouping transactions based on 

relevant features and predicting the likelihood of future sales outcomes. These models can assist 

businesses in identifying patterns in past transactions, enabling them to forecast potential sales trends 

with higher accuracy. The ability to accurately predict sales allows companies to optimize their 

marketing campaigns and adjust their inventory management strategies to meet future demand [2], [17]. 

This study aims to evaluate and compare several classification models, including Decision Tree, 

Random Forest, Support Vector Machine (SVM), Naive Bayes, and K-Nearest Neighbors (KNN). These 

models were chosen for their capacity to manage intricate and high-dimensional datasets, exemplified 

by sales transactions. Random Forests and Decision Trees are proficient in managing extensive datasets 

and discerning non-linear patterns, but Support Vector Machines (SVM) are superior in scenarios with 

distinct margins between categories. Naive Bayes, despite being relatively simple, performs well in 

cases where the data follows a probabilistic distribution, and KNN can be effective when the dataset is 

relatively homogeneous [18]–[20]. 

The categorization models used in this study differ in their analytical methodologies. Decision 

Trees are intuitive and provide a transparent decision-making framework, Random Forests consolidate 

numerous decision trees to improve accuracy and mitigate overfitting [21], [22]. Support Vector 

Machines (SVM) are highly effective in high-dimensional spaces and complex datasets, making them 

ideal for intricate classification tasks [23]. Naive Bayes, grounded in probability theory, is particularly 

useful for predicting outcomes when features are independent, whereas KNN classifies data based on 

proximity within the feature space, making it a non-parametric model adept at capturing complex 

relationships[24]. 

This research seeks to create and evaluate models for predicting sales outcomes, concentrating on 

sales transactions that encompass critical characteristics such as product name, unit price, amount sold, 

transaction date, customer profile, and sales representative. By evaluating the performance of these 

models, the study seeks to provide insights into which methods offer the most reliable predictions for 

sales outcomes in an e-commerce setting. Moreover, the research will explore the practical implications 

of applying these models for optimizing marketing and inventory management strategies [5], [25]. 

This study aims to achieve two primary outcomes: first, to determine the most precise 

categorization model for forecasting sales results, and second, to provide actionable recommendations 

for firms seeking to integrate predictive analytics into their operations [2], [26]. Accurate sales 

predictions are essential for minimizing stockouts and overstock situations, enhancing customer 

satisfaction, and improving overall business efficiency [1]. By using historical transaction data, 

companies can forecast demand more precisely, guaranteeing the availability of appropriate products at 

the optimal time and in the correct amounts. 

https://jutif.if.unsoed.ac.id/
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This study aims to advance predictive analytics in sales and marketing by comparing classification 

models. This research will elucidate the benefits and constraints of various machine learning techniques, 

enabling organizations to make more informed decisions regarding the selection of predictive models. 

The findings from this study will guide future research on the utilization of machine learning in sales 

forecasting and data-driven decision-making in the retail and e-commerce industries. 

2. METHOD 

This study seeks to create and evaluate various categorization models for forecasting sales 

outcomes derived from sales transaction data. The methodology includes multiple stages: data gathering, 

preprocessing, model implementation, and evaluation[27], [28]. Each phase is essential for ensuring the 

dependability and validity of the model's predictions. The next sections outline the detailed methods 

utilized in this research, as illustrated in Figure 1. 

 

 
Figure 1. Comparison Model Methodology 

 

2.1. Data Collection 

This research employs sales transaction data sourced from the e-commerce platform www.sg-

comp.com. Every transaction is characterized by a collection of essential features, as seen in Table 1. 

These transaction data offer extensive insights into customer behavior, sales patterns, and product 

performance, all of which are crucial for building effective predictive models. The dataset spans several 

months and consists of 1,000 records, ensuring a varied range of transaction data for model training. 

 

Table 1. Key Attributes Dataset 

No Attribute Information 

1  Transaction Date Indicates the date of the sale 

2 Product Name Identifies the product sold 

3 Customer Name Specifies the customer making the purchase 

4 Selling Price The price at which the product is sold 

5 Quantity Sold The number of units of the product purchased 

6 Total Transaction Amount The total value of the transaction 

7 Sales Representative Name The name of the sales representative 

Model Training

Naïve Bayes

K-Nearest 
Neighbors (KNN)

Model Testing

Model (Naïve 

Bayes)

Model (KNN)

AUC (Area Under the 

ROC Curve)

Model Evaluation

Model Selection

The Best Model

www.sg-comp.com/
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2.2. Data Preprocessing 

Before the implementation of machine learning models, several preparation procedures were 

conducted to ensure the data's quality and suitability for analysis, as illustrated in Figure 2. 

 

 
Figure 2. Data Preprocessing Steps 

 

a. Data Cleaning 

Identified incomplete or duplicate records were eliminated to ensure analytical correctness. Missing 

values in critical variables were imputed using appropriate methods, such as mean or median 

imputation for numerical data and mode imputation for categorical variables. 

b. Encoding Categorical Variables 

Categorical variables, including Product Name, Customer Name, and Sales Representative Name, 

were converted into numerical values by one-hot encoding or label encoding. This modification 

guarantees the machine learning algorithms can process the data effectively. 

c. Feature Scaling 

Continuous variables such as Selling Price, Quantity Sold, and Total Transaction Amount were 

standardized by Min-Max scaling or Robust Scaling to provide uniform contribution of all features 

to the model and mitigate bias arising from varying units or scales. 

d. Splitting the Dataset 

The dataset was partitioned into training and testing subsets utilizing an 80/20 split ratio. The training 

set was employed to develop the classification models, whereas the testing set was utilized for model 

assessment. 

2.3. Model Selection 

This study selected five prevalent classification models for comparison, each possessing distinct 

strengths and limits in managing complicated, high-dimensional sales transaction data: 

a. Decision Tree 

A computational framework that produces a hierarchical tree structure for decision-making 

predicated on attribute values. Decision Trees are readily interpretable and proficiently manage both 

numerical and categorical data. In a Decision Tree model, the algorithm segments the data based on 

the feature that provides the most information gain, utilizing metrics such as Gini impurity or 

Entropy. 

Entropy Formula: 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺) = − ∑ 𝓹𝓲
𝒌
𝓲=𝟏 𝒍𝒐𝒈𝟐𝓹𝓲      (1) 

 

Where 𝑆 is the data set to be split, 𝓅𝒾 is the probability of class 𝒾 in dataset 𝑆, and 𝑘 is the number of 

classes in the dataset. 

Gini Index Formula: 

𝑮𝒊𝒏𝒊(𝑺) = 𝟏 − ∑ 𝓹𝓲
𝟐𝒌

𝓲=𝟏        (2) 

Where 𝓅𝒾 is the probability of class 𝒾 in dataset 𝑆. 

 

Data Cleaning
Encoding 

Categorical Variables
Feature Scaling Splitting the Dataset
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b. Random Forest 

An ensemble learning method that combines many Decision Trees to improve forecast accuracy and 

reduce overfitting. It is particularly beneficial for handling vast amounts of information and 

discerning non-linear relationships. Random Forest comprises an ensemble of several decision trees. 

Each tree utilizes a stochastic selection of attributes and information to alleviate overfitting. Random 

Forest produces predictions by consolidating the predominant vote from all trees in the ensemble. 

Random Forest Prediction Formula: 

 

𝓎𝑅𝐹
^ =

1

𝑁
∑ 𝓎𝒾

^𝑁
𝒾=1         (3) 

 

Where 𝓎𝒾
^
 is the prediction from the 𝒾 -th tree, 𝑁 is the number of trees in the ensemble, and 

𝓎𝑅𝐹
^  is the average prediction of the ensemble. 

c. Support Vector Machine (SVM) 

A supervised learning model that determines the optimal hyperplane for class separation inside the 

dataset. Support Vector Machines (SVM) excel in high-dimensional spaces and are noted for their 

ability to handle complex data. Support Vector Machine identifies a hyperplane that separates the 

classes with the biggest margin. The decision function for the Support Vector Machine (SVM) is 

articulated as: 

SVM Decision Function; 

 

𝒇(𝒙) =  𝔀𝑻𝔁 + 𝒃        (4) 

 

Where 𝓌 is the weight vector, 𝓍 is the input feature vector, and 𝑏 is the bias term. The goal is to 

maximize the margin by solving the following optimization problem: 

Maximizing Margin: 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒
1

2
‖𝔀‖2        (5) 

Subject to: 

 

𝔂𝓲(𝔀𝑻𝔁𝓲 + 𝒃) ≥ 𝟏 𝒇𝒐𝒓 𝒂𝒍𝒍 𝓲      (6) 

 

Where 𝔂𝓲 is the class label for data point 𝔁𝓲.  

d. Naïve Bayes 

A probabilistic model based on Bayes' theorem, which asserts that features are independent. Despite 

its simplicity, Naive Bayes demonstrates robust performance on datasets with clear probabilistic 

distributions. Naïve Bayes is a probabilistic model based on Bayes' Theorem, which assumes that 

features are conditionally independent. The class probability 𝐶𝑘 is defined by: 

Bayes’ Theorem: 

 

𝑃(𝐶𝑘|𝑋) =
𝑃(𝑋|𝐶𝑘)𝑃(𝐶𝑘)

𝑃(𝑋)
       (7) 

 

Where 𝑃(𝐶𝑘|𝑋) is the posterior probability of class 𝐶𝑘 given the features 𝑋, (𝑋|𝐶𝑘) is the likelihood, 

the probability of observing 𝑋 given class 𝐶𝑘, 𝑃(𝐶𝑘) is the prior probability of class 𝐶𝑘, and 𝑃(𝑋) is 
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the evidence, the total probability of the features 𝑋 (normalization). The likelihood 𝑃(𝐶𝑘|𝑋) is 

computed under the independence assumption:  

 

𝑃(𝑋|𝐶𝑘) = ∏ 𝑃(𝓍𝒾|𝐶𝑘)𝓃
𝒾=1        (8) 

Where 𝓍𝒾is the value of the 𝒾 -th feature. 

e. K-Nearest Neighbors (KNN) 

A non-parametric method that classifies a sample based on the dominating class of its nearest 

neighbors inside the feature space. The performance of KNN is affected by the choice of distance 

metric and may result in considerable computing expenses. KNN is a non-parametric method that 

classifies a data point based on the majority class of its k nearest neighbors. 

KNN Prediction Formula: 

 

𝔂^(𝔁) = 𝒎𝒂𝒋𝒐𝒓𝒊𝒕𝒚({𝔂𝟏, 𝔂𝟐, . . . , 𝔂𝒌})     (9) 

 

Where 𝓎1, 𝓎2, . . . , 𝓎𝑘are the class labels of the k nearest neighbors, and 𝓎^(𝓍) is the predicted class 

for data point 𝓍. The distance between data points is often computed using the Euclidean distance:  

Euclidean Distance: 

 

𝓭(𝔁, 𝔁′) = √∑ (𝔁𝓲 − 𝔁𝓲
′ )

𝟐𝓷
𝓲=𝟏       (10) 

 

Where 𝓍𝒾 and 𝓍𝒾
′  are the feature values of two data points. 

2.4. Hyperparameter Tuning 

Default hyperparameters were initially employed for the training of each classification model. To 

enhance model performance, Grid Search was utilized for hyperparameter optimization. Grid Search 

entails a comprehensive examination of a manually defined hyperparameter grid to assess the 

performance of each combination through cross-validation. This procedure was utilized to ascertain the 

ideal configurations for hyperparameters such as max_depth, n_estimators, C (for SVM), and k (for 

KNN), hence enhancing the models' prediction performance and ensuring superior generalization to 

novel data. 

2.5. Model Evaluation 

The efficacy of each categorization model was assessed using various evaluation measures, 

facilitating a thorough appraisal of model performance: 

a. Accuracy 

The proportion of correctly predicted instances out of the total instances in the test set. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       (11) 

 

Where TP is True Positive (TP): Accurately predicted positive instances; True Negative (TN): 

Accurately predicted negative cases; False Positive (FP): Incorrectly predicted positive cases; False 

Negative (FN): Incorrectly predicted negative cases. 

b. Precision 

The ratio of accurate positive predictions to the total positive predictions generated by the model. 

https://jutif.if.unsoed.ac.id/


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 6, December 2025, Page. 5899-5915 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.6.5224 

 

 

5905 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
        (12) 

 

c. Recall 

The ratio of genuine positive predictions to the total number of real positive cases in the dataset. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
        (13) 

 

d. F1-Score 

The harmonic mean of precision and recall offers a compromise between these two criteria. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
      (14) 

 

e. AUC (Area Under the ROC Curve) 

A statistic that assesses the model's capacity to differentiate between positive and negative classes, 

with elevated values signifying superior performance. 

 

𝐴𝑈𝐶 = ∫ 𝑇𝑃𝑅(𝐹𝑃𝑅)
1

0
𝒹𝐹𝑃𝑅       (15) 

 

Where 𝑇𝑃𝑅 is True Positive Rate (also Recall), and 𝐹𝑃𝑅 𝑖𝑠 False Positive Rate. 

f. Log Loss 

A metric that evaluates the precision of probability forecasts, imposing more penalties for erroneous 

classifications associated with higher confidence levels. 

 

𝐿𝑜𝑔 𝐿𝑜𝑠𝑠 = −
1

𝑁
∑ [𝓎𝒾𝑙𝑜𝑔(𝓅𝒾) + (1 − 𝓎𝒾)𝑙𝑜𝑔(1 − 𝓅𝒾)]𝑁

𝒾=1    (16) 

 

Where 𝑁 𝑖𝑠 Number of samples, 𝓎𝒾 is True label for instance 𝒾, and  𝓅𝒾 is Predicted probability for 

class 1 for instance 𝒾.  

g. Confusion Matrix 

A tabular depiction of true positives, true negatives, false positives, and false negatives, facilitating 

a comprehensive analysis of categorization efficacy. 

 

 Predicted Positive Predicted Negative 

Actual Positive TP FN 

Actual Negative FP TN 

Where TP is True Positive, TN is True Negative, FP is False Positive, and FN is False Negative.  

 

These measures were selected to evaluate the overall predictive efficacy of the models and their capacity 

to accurately classify both positive and negative outcomes. 

3. RESULT 

This section outlines the evaluation results for the classification models, including Decision Tree, 

Random Forest, Support Vector Machine (SVM), Naïve Bayes, and K-Nearest Neighbors (KNN), 

employing multiple performance metrics: Accuracy, Precision, Recall, F1 Score, AUC, and Log Loss. 

https://jutif.if.unsoed.ac.id/
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Additionally, we assess the results using Confusion Matrices and ROC Curves to provide further insights 

into model effectiveness. 

3.1. Model Evaluation 

Table 2 below presents the evaluation results for each model, including Accuracy, Precision, 

Recall, F1 Score, AUC, and Log Loss. 

 

Table 2. Comparison Model Evaluation 

Model Accuracy Precesion Recall F1 Score AUC Log Loss 

Decision Tree 0.98 1.00 0.90 0.95 0.95 0.72 

Random Forest 0.97 1.0 0.88 0.94 0.99 0.09 

SVM 0.92 1.00 0.64 0.78 0.92 0.22 

Naïve Bayes 0.94 0.97 0.74 0.84 0.92 0.24 

KNN 0.93 1.00 0.69 0.82 0.88 1.52 

 

Table 2 illustrates that the Decision Tree model achieved an accuracy of 0.98, with precision and 

recall metrics indicating strong effectiveness in identifying positive classifications. An AUC value of 

0.95 signifies the model's effectiveness in distinguishing between positive and negative classes; 

however, improvements in recall could enhance its ability to identify more genuine positives. The 

Random Forest model demonstrated an accuracy of 0.97 and a precision of 1.0, closely following the 

Decision Tree. It demonstrated a balanced performance, attaining a recall of 0.88 and an F1 score of 

0.94. The AUC of 0.99 and Log Loss of 0.09 indicate that the Random Forest model is highly reliable 

in distinguishing between classes and producing precise predictions. 

The SVM model achieved an accuracy of 0.92 and a precision of 1.0. Nonetheless, its recall was 

significantly lower (0.64), indicating that the model neglected a considerable number of actual positive 

occurrences. An F1 score of 0.78 signifies that the model struggled to reliably identify positive cases. 

The AUC of 0.92 and Log Loss of 0.22 indicate that the model demonstrates commendable performance; 

nonetheless, there is room for improvement, especially for recall. 

The Naïve Bayes model achieved an accuracy of 0.94, a precision of 0.97, and a recall of 0.74. 

The F1 score of 0.84 indicates a balanced performance, however it is inferior to that of the Decision 

Tree or Random Forest models. The AUC of 0.92 is strong, however the Log Loss of 0.24 suggests a 

reliable confidence in its predictions. The KNN model achieved an accuracy of 0.93 and a precision of 

1.0. However, its recall of 0.69 and F1 score of 0.82 were the lowest among the models. An AUC of 

0.88 signifies a reasonable ability of the model to differentiate between positive and negative 

classifications. The Log Loss of 1.52 was the highest across all models, indicating that KNN generated 

the least assured predictions. 

3.2. Confusion Matrix 

Figure 3 presents a comparative analysis of the Confusion Matrices for each model evaluated in 

this study. 

The Confusion Matrix for the Decision Tree model (Figure 3a) indicates that, although it 

accurately identifies the majority of occurrences, it exhibits a number of false negatives. The Random 

Forest model (Figure 3e) demonstrates a reduced rate of misclassifications and an increased count of 

true positives, resulting in superior recall. The SVM (Figure 3d) has difficulty in accurately recognizing 

true positives, resulting in diminished recall. The KNN model (Figure 3b) exhibits a significant number 

of false negatives, further demonstrating its difficulty in identifying positive cases. The confusion matrix 

for the Decision Tree model demonstrates that the model correctly identified most positive and negative 

instances. Nonetheless, there were multiple false negatives, indicating that certain genuine positive 

https://jutif.if.unsoed.ac.id/
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occurrences were disregarded by the model. This is evident in the somewhat diminished recall relative 

to precision. A deeper investigation into the misclassified cases could provide insights into improving 

recall without sacrificing precision. The confusion matrix for Random Forest shows excellent 

performance with very few misclassified cases. It performed better in identifying true positives 

compared to Decision Tree, as seen in its higher recall value. Most of the misclassifications were false 

positives, suggesting that the model could benefit from further fine-tuning in terms of threshold selection 

to reduce unnecessary classifications of negative cases as positive.  

The confusion matrix for the SVM indicates that the model accurately identified negative 

examples; nevertheless, it failed to recognize numerous real positives, as evidenced by the low recall. 

This suggests that SVM may require further parameter tuning, such as kernel optimization or adjusting 

the margin of error, to improve its sensitivity to positive cases. The confusion matrix for Naïve Bayes 

indicates that the model effectively differentiates positive examples, although it frequently misclassifies 

certain negative occurrences as positive. This is evident from its relatively low recall, which may be 

improved by exploring additional features or adjusting the decision threshold. The confusion matrix for 

KNN shows a high number of false negatives, contributing to its low recall. This suggests that KNN 

struggles to correctly identify positive instances, particularly when the data is noisy or the class 

distribution is skewed. The high Log Loss also indicates that KNN's predictions were less confident 

compared to other models. 

 

 
(a) Decision Tree    (b) K-Nearest Neighbors KNN 

 
(c)Naïve Bayes    (d) Support Vector Machine (SVM) 
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(e) Random Forest 

 
Figure 3. Comparison Confusion Matric 

 

 

3.3. AUC (Area Under the ROC Curve) 

The AUC (Area Under the ROC Curve) assesses the model's capacity to differentiate between 

positive and negative classifications, as illustrated in Figure 4. 

 

 
(a) Decision Tree    (b) K-Nearest Neighbors KNN 
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(c)Naïve Bayes    (d) Random Forest 

 
(e) Support Vector Machine (SVM) 

 

Figure 4. Comparison AUC (Area Under the ROC Curve) 

 
The ROC curve for the Decision Tree (4a) has a strong ability to distinguish between positive and 

negative classes, with an AUC of 0.952, signifying the model's considerable discriminatory power. The 

model has strong performance across several thresholds, while minor enhancements in recall may be 

attained by threshold optimization. The ROC curve for Random Forest (4d) distinctly illustrates its 

elevated AUC of 0.991, signifying outstanding classification proficiency. The curve remains around the 

top-left corner, demonstrating the model's strong discriminatory ability in predicting positive and 

negative outcomes. The ROC curve for SVM (4e) demonstrates moderate efficacy, with an AUC of 

0.917. The curve demonstrates a degree of class separation, although implies potential for enhancement. 

The comparatively flat slope indicates that SVM may be less effective in differentiating positive and 

negative situations than alternative models such as Random Forest. The ROC curve for Naïve Bayes 

(4c) demonstrates strong performance with an AUC of 0.919, signifying the model's efficacy in class 

differentiation. Nonetheless, it does not exhibit the same efficacy as Random Forest or Decision Tree, 

indicating that more advanced models may produce superior outcomes. The ROC curve for KNN (4b) 

demonstrates the model's reasonable proficiency in differentiating between positive and negative cases, 

yielding an AUC of 0.879. The curve's position suggests that KNN possesses restricted discriminatory 

capability in comparison to models such as Random Forest and Decision Tree. 

4. DISCUSSIONS 

This study evaluates models—Decision Tree, Random Forest, Support Vector Machine (SVM), 

Naïve Bayes, and K-Nearest Neighbors (KNN)—that exhibit varying degrees of effectiveness in 

predicting sales outcomes from transaction data. This section evaluates the findings from the Results 

and examines the effectiveness of each model using confusion matrices, ROC curves, and various 

performance metrics. 

The Random Forest model exhibited superior performance, achieving an accuracy of 0.975, a 

precision of 1.0, and an outstanding AUC of 0.991, indicating its remarkable ability to distinguish 

between positive and negative events. The confusion matrix for Random Forest indicated a minimal 

number of misclassifications, especially in false positives, implying that the model is proficient in 

accurately classifying both positive and negative transactions [29], [30]. This corresponds with prior 

research [31]–[34] indicating that Random Forest outperformed alternative models in e-commerce 

predictions. 
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Comparing Random Forest to Decision Tree, the latter showed a very similar performance with 

an accuracy of 0.98, but its slightly lower recall value indicates it missed a few true positive instances. 

This difference highlights the inherent advantage of Random Forest in handling data with more 

complexity, thanks to its ensemble approach, which reduces the likelihood of overfitting and improves 

generalization. Despite this, Decision Tree offers greater interpretability, which may be beneficial in 

environments where model transparency is important [35]–[37]. Nevertheless, Decision Tree offers 

greater interpretability, which may be beneficial in decision-making environments that require 

transparency, as seen in the study by [38], [39]. This makes Decision Tree particularly useful in contexts 

where model transparency is crucial, such as regulatory environments or decision-making processes that 

require clear and understandable rules. 

The SVM attained an accuracy of 0.925; however, its recall of 0.643 was significantly inferior to 

that of the other models. The confusion matrix indicated that the SVM model has difficulty accurately 

classifying true positive cases, leading to false negatives. This constraint arises from the model's 

decision boundary, which may inadequately represent intricate relationships within the data. Future 

endeavors may involve enhancing the SVM model via kernel selection or hyperparameter optimization 

to improve its accuracy in identifying good outcomes [40]. Similar findings were noted by [41], where 

SVM struggled with data that did not have clear margin separation. Future work may include 

hyperparameter optimization and kernel selection to improve SVM’s performance on more complex 

datasets. 

Naïve Bayes, while simpler and faster, showed reasonable performance with an accuracy of 0.94, 

but it exhibited a similar recall issue, with a value of 0.738. Its confusion matrix also indicated 

misclassifications, particularly among negative cases. The model's assumptions about feature 

independence may not be ideal in the presence of correlated features, as seen in this dataset, which limits 

its ability to capture more complex relationships [42]–[44]. This highlights a fundamental limitation of 

Naïve Bayes, especially in cases where features are correlated and cannot be treated as independent. 

KNN showed the weakest performance among the models, with an accuracy of 0.935 and the 

highest Log Loss of 1.519, indicating its relatively low confidence in its predictions. The confusion 

matrix for KNN revealed a high number of false negatives, and the model had difficulty in detecting 

true positives. This is a common limitation of KNN, especially in high-dimensional data where the 

choice of distance metric significantly impacts performance. The ROC curve for KNN demonstrated 

modest discriminatory capability, although its AUC of 0.879 signifies worse effectiveness in 

differentiating between positive and negative classes relative to Random Forest and Decision Tree [45], 

[46]. This limitation is especially pronounced when working with high-dimensional data, where distance 

metrics become less reliable in accurately separating data points. 

The ROC curves for each model visually depicted their capacity to differentiate between positive 

and negative cases. As expected, Random Forest demonstrated the greatest AUC value (0.991), 

indicating its exceptional capacity to distinguish between the classes accurately. The Decision Tree 

exhibited an AUC of 0.952, demonstrating robust performance, albeit with marginally inferior 

discrimination capability compared to the Random Forest [47], [48]. 

On the other hand, SVM and Naïve Bayes had moderate AUC values (0.917 and 0.919, 

respectively), demonstrating that while these models could distinguish between classes, they were not 

as robust as the ensemble-based methods. KNN showed the lowest AUC of 0.879, confirming its weaker 

ability to separate positive and negative instances in this specific dataset [49]. 

The findings indicate that Random Forest is the most appropriate model for forecasting sales 

outcomes, particularly in e-commerce contexts where precision and the capacity to manage intricate, 

non-linear interactions are crucial. The Decision Tree, while slightly less accurate, offers a high level of 
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interpretability, making it useful for decision-making processes that require clear rules or explanations 

[34], [50]. 

For businesses that prioritize speed and computational efficiency, Naïve Bayes might be an 

option, but its performance may be suboptimal when feature dependencies exist. Similarly, SVM can be 

considered for datasets where margin separation is clear, but its ability to handle imbalanced datasets 

could be improved [51]. KNN's limitations in handling high-dimensional or noisy data make it less 

suited for applications where prediction accuracy is critical. 

Notwithstanding its advantages, Random Forest is computationally demanding, particularly with 

extensive datasets. Future research may investigate improving the model for enhanced scalability or 

experimenting with hybrid models that include the advantages of various classifiers.. Additionally, 

feature engineering could be explored to extract more informative features that could further enhance 

model performance, particularly for SVM and KNN. 

Additionally, subsequent research should investigate the effects of hyperparameter adjustment 

and cross-validation to enhance model performance, especially for algorithms such as SVM and Naïve 

Bayes, which may gain from these optimizations. 

5. CONCLUSION 

This study determined that Random Forest is the most effective model for predicting sales results, 

demonstrating superior accuracy, AUC, and overall performance. The Decision Tree demonstrated 

commendable performance, providing a high degree of interpretability, albeit with marginally reduced 

memory efficacy. Conversely, SVM and Naïve Bayes exhibited intermediate performance, with SVM 

displaying reduced recall and Naïve Bayes demonstrating efficiency although limited efficacy for 

intricate data patterns. The KNN model demonstrated the poorest performance, encountering 

misclassifications and elevated Log Loss. 

The findings underscore Random Forest as the optimal choice for predictive tasks in e-commerce. 

Additionally, improvements in SVM and Naïve Bayes could be achieved through hyperparameter tuning 

or feature engineering. Future research should explore hybrid models and optimization strategies to 

enhance predictive accuracy in dynamic e-commerce settings. 

This research significantly contributes to the field of Informatics by advancing the application of 

machine learning techniques in predictive analytics. It enhances our understanding of how data-driven 

models can optimize decision-making processes in various industries, especially e-commerce. The study 

provides a foundation for further research into machine learning optimization, hybrid models, and their 

integration into real-world systems, marking a meaningful contribution to the scientific community's 

understanding of applied machine learning in business decision-making. 
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