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Abstract 

The geographically weighted regression (GWR) model has been widely used in various types of predictions, 

including human development index predictions. Similarly, the random forests (RF) model has also been widely used 

in various value predictions. The GWR model always assumes a local linear relationship between dependent and 

independent variables. The RF model only produces one global model that cannot represent conditions at each 

location. The GWR model is susceptible to multicollinearity in each independent variable, which can lead to 

overfitting if multicollinearity in the model is high. To address the vulnerability of the GWR model to 

multicollinearity, the RF model and the GWR model can be combined. Since the RF model is not vulnerable to 

multicollinearity in the independent variables, the modification becomes the geographically weighted random forests 

(GWRF) model to improve the shortcomings of the GWR and RF models. The GWR and GWRF models were 

constructed using data from districts and cities in Central Java Province, which was selected as the study area due to 

evident disparities in human development index achievements. These disparities highlight the presence of spatial 

heterogeneity that conventional models fail to adequately capture. To rigorously evaluate model performance, data 

from 2023 were employed as training data, while data from 2024 served as testing data. This research introduces a 

novel integration of spatial econometric and machine learning approaches, providing a more robust framework for 

addressing complex spatial variations in human development outcomes. The GWRF model is capable of producing 

a model that does not overfit when there is multicollinearity among independent variables. The GWRF model offers 

a novel integration of machine learning and spatial modelling, outperforming both GWR and RF by not only 

delivering high predictive accuracy under complex variable relationships but also capturing nuanced local spatial 

heterogeneity that conventional approaches fail to address. 
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1. INTRODUCTION 

The Human Development Index (HDI) is one of the indicators of a country or region's success in 

implementing human development. Several factors, including population density, the percentage of poor 

people, and gross regional domestic product, influence the HDI of a region. In addition to these 

influencing factors, the HDI is also affected by the spatial conditions of each region [1]. The HDI in 

Sub-Saharan Africa has different factors [2] compared to the factors influencing the HDI in North 

Sulawesi [3] and the factors influencing the HDI in Eastern Indonesia [4]. Thus, the HDI is also 

influenced by the geographical location of a region. This indicates that there is a spatial weight that 

influences the HDI value of a region. 

Spatial data is data that contains information about the location or geography of an area based on 

longitude and latitude values. Modeling methods involving spatial attributes are commonly defined by 
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geostatistics. One method that can be used in spatial analysis is Geographically Weighted Regression 

(GWR), which is an extension of the ordinary regression model that adds weights by taking spatial 

influence into account. GWR provides a local approach to regression by emphasizing geographical 

proximity, which aligns with Tobler’s first law of geography. This offers more nuanced insights into 

spatial data compared to the global models produced by ordinary regression [5]. However, according to 

Quinones et al., the GWR model has limitations in capturing non-linear effects. Additionally, the GWR 

model is more prone to overfitting and tends to assume that all coefficients vary spatially without proper 

variable selection [6], [7]. 

Machine learning (ML) models have high capabilities for prediction from data mining [8], which 

is usually flexible and non-linear. In addition, ML has also become a modern data analysis method in 

recent years. ML has many types of methods, including Support Vector Machine (SVM) [9], Random 

Forests (RF) [10], and Gradient Boosting (GB) [11]. Several studies have compared the performance of 

various ML methods, including a study conducted by Appiah-Badu et al., which found that RF 

outperformed K-Nearest Neighbor (K-NN) in predicting rainfall in Ghana [12]. Nurwatik et al. also 

noted that the RF model was more effective in modeling landslide risk in Malang, Indonesia, compared 

to K-NN and Naïve Bayes [13]. Based on the advantages of RF over other ML models, it is necessary 

to incorporate spatial heterogeneity into the RF model. Thus, a geographically weighted random forests 

model was developed, in which the RF model coefficients representing global data are divided into local 

sub-models in accordance with the GWR model approach [6]. The GWRF model has the advantage of 

not being susceptible to multicollinearity in independent variables [14]. 

Recent advancements in spatial machine learning have highlighted the potential of hybrid models 

that combine the advantages of multiple methodologies. The integration of spatial factor optimization 

techniques with GWRF models has shown promising results in addressing spatial heterogeneity 

challenges [15]. Research conducted by Li et al. demonstrated that GWRF models significantly 

outperformed traditional RF and GWR approaches in estimating regional forest carbon density, 

achieving superior predictive accuracy when combined with remote sensing data [16]. Additionally, 

studies on macro-level crash frequency prediction have shown that GWRF models are not susceptible 

to multicollinearity issues while maintaining high prediction accuracy when appropriate bandwidth 

selection is implemented [17]. The computational efficiency of GWRF has been further enhanced 

through spatially weighted formulations that improve prediction power while addressing spatial 

dependence commonly found in geographical data [18], [19]. Furthermore, recent developments in 

neural network architectures, particularly graph neural networks and neural processes, have been 

proposed as complementary approaches to traditional spatial modeling, offering enhanced capabilities 

for handling spatial autocorrelation and prediction uncertainty [20]. 

The application domain of GWRF continues to expand beyond traditional environmental 

modeling to encompass diverse fields including public health, urban planning, and economic 

development. Contemporary research has identified key challenges in data-driven geospatial modeling, 

including issues related to imbalanced data, spatial autocorrelation, and model generalization, which 

GWRF models are uniquely positioned to address [21]. Recent applications of machine learning 

techniques, including GWRF, to human development index estimation have demonstrated the capability 

to provide high-resolution spatial estimates that reveal significant population misclassification due to 

aggregation bias [22]. Moreover, hybrid approaches combining GWRF with convolutional neural 

networks have been developed to model spatial heterogeneity more effectively, integrating global 

autocorrelation analysis through Moran's I statistics [23]. Advanced geographically weighted 

implementations, including spatiotemporal proximity neural networks and geographically weighted 

versions of principal component analysis, have emerged to handle complex nonlinear space-time 

interactions [24]. The development of specialized geospatial random forest variants, such as GeoRF, has 
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introduced novel bivariate splits designed specifically for geographic coordinates, demonstrating 

superior performance over traditional spatial statistical models [25], [26]. This study employs data from 

districts and cities in Central Java Province, chosen due to the pronounced disparities in human 

development index distribution between major urban centers and surrounding rural districts. Such 

disparities underscore the existence of spatial inequalities that conventional approaches often overlook, 

thereby providing a compelling rationale for adopting advanced spatial–machine learning 

methodologies [27]. 

2. METHOD 

This research was conducted in several stages: (1) collecting datasets from the central statistics 

agency, (2) performing GWR modeling, (3) performing GWRF modeling, and (4) evaluating the GWRF 

model. The following is an overview of the research process. 

 

 

Figure 1. Research Process 

2.1. Dataset 

The dataset is sourced from the Central Bureau of Statistics, consisting of independent variables 

[28]: life expectancy (LE), expected years of schooling (EYS), average years of schooling (AYS), and 

adjusted per capita expenditure. The dependent variable is the Human Development Index (HDI) value. 

The variables LE, EYS, AYS, and adjusted per capita expenditure were chosen because they are the 

main dimensions in measuring a country's performance in human development. Since the GWRF model 

considers spatial effects, latitude and longitude data are used. The dataset used consists of data from the 

districts and cities in Central Java, totaling 35 observation locations. The dataset used is from the years 

2023 and 2024, where the 2023 data is used as training data for the model and the 2024 data is used as 

testing data for the model.  

 

Table 1. Sample of the Dataset 

City LE EYS AYS Outcome (IDR) HDI Latitude Longitude 

Cilacap 74.25 12.67 7.39 11432 71.83 -7.73333 109 

Banyumas 73.98 13.26 7.87 12492 73.86 -7.48321 109.14 

Purbalingga 73.37 12.02 7.34 10964 70.24 -7.39075 109.364 

Banjarnegara 74.47 11.82 6.86 10226 69.14 -7.40271 109.681 

Kebumen 73.83 13.37 7.86 9734 71.37 -7.67868 109.657 

 

Table 1 shows a sample of the dataset for 2023 that will be used as training data for the model. 

The dataset used consists of LE, EYS, AYS, outcome, HDI, latitude, and longitude from 29 districts and 

6 cities in Central Java Province, totaling 35 observation locations. Each city has important variables 
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related to human development and geographical characteristics. Health and education variables show 

significant variation across cities. LE ranges from 69.96 years in Brebes to 77.93 years in Salatiga City. 

For education, the EYS ranges from 11.8 in Wonosobo to 15.55 in Semarang City, while the AYS varies 

from 6.4 in Brebes to 11.24 in Salatiga City. The adjusted per capita expenditure ranges from 9587 in 

Pemalang to 16650 in Salatiga City. 

The Human Development Index (HDI) as a composite indicator shows that Salatiga City has the 

highest value (84.99), while Brebes has the lowest value (67.95). The latitude and longitude variables 

will be used to calculate the spatial weights of each observation location. 

2.2. Multicollinearity Test 

Multicollinearity testing is conducted to determine whether there is a correlation between 

independent variables in a regression model [29]. The presence or absence of multicollinearity in a 

regression model can be determined from the variance inflation factor (VIF) value. VIF is calculated 

using a formula. 

𝑽𝑰𝑭 =
𝟏

(𝟏−𝑹𝟐)
      (1) 

Interpreting VIF values is very important in detecting multicollinearity issues. The lower the 

tolerance value, the higher the likelihood of serious multicollinearity in the model. A VIF value of 1 

indicates an ideal condition where there is no correlation between independent variables. When the VIF 

value is less than 5, this indicates that the correlation between independent variables is still within 

acceptable or moderate limits. 

However, when the VIF value reaches 5 or higher, this is a warning signal that there is significant 

multicollinearity between the predictor variables in the regression model. This high multicollinearity 

can cause regression coefficients to become unstable and difficult to interpret correctly. Therefore, VIF 

serves as a very useful diagnostic tool for researchers to identify and measure the severity of 

multicollinearity issues in multiple regression analysis, so that necessary corrective measures can be 

taken to improve the quality of the regression model [30]. 

2.3. Geographically Weighted Regression Model 

The GWR model accommodates different relationships that occur at various points in space [31]. 

It allows researchers to explore the relationship between independent and dependent variables that shift 

from one location to another. The mathematical equation for the GWR model is as follows. 

𝑦𝑖 = 𝛽0𝑖(𝑢𝑖, 𝑣𝑖) + ∑ 𝛽𝑛𝑖(𝑢𝑖, 𝑣𝑖)𝑥𝑛𝑖 + 𝜀𝑖
𝑘
𝑛=1   (2) 

𝑦𝑖 shows the HDI value at observation location-𝑖, 𝛽0 is the intercept parameter value that is also 

possessed by each observation location-i with different value. 𝛽𝑛 is the parameter for 𝑛 independent 

variables at each observation location-𝑖. 

2.4. Random Forests Model 

The RF model is an ensemble method that combines the ideas of bagging (bootstrap aggregation) 

and randomly selecting subspaces. RF also originates from a collection of decision trees formed using 

the bagging method [32]. This method uses several decision trees to train different subsets of data. After 

each decision tree with its respective subset of data has formed a model, it will be used for prediction. 

Then, the prediction results from each decision tree are combined as a whole to improve accuracy. In 

regression models, this aggregation is the average of all prediction trees, which can be denoted as. 
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𝑓(𝑥) =
1

𝑇
∑ 𝑓𝑡(𝑥)
𝑇
𝑡=1     (3) 

With 𝑓(𝑥) being the prediction result from tree-𝑡, and 𝑇 being the number of trees in the forest. 

2.5. Human Development Index 

The Human Development Index (HDI) is a composite measure that assesses the average level of 

achievement in a region based on several factors. The basic elements of human development include 

life expectancy, education, and a decent standard of living [33]. These three basic elements have very 

broad meanings because they are related to many factors. Life expectancy at birth is used to measure 

the health dimension. A combination of indicators for expected years of schooling and average years of 

schooling is used to measure the knowledge dimension. The purchasing power indicator is used to 

measure the decent standard of living dimension. 

2.6. Geographically Weighted Random Forests 

The data shows spatial heterogeneity, meaning that the relationship between the independent and 

dependent variables differs for each observation location. The standard RF model cannot accommodate 

differences in the relationship between variables at each observation location. Therefore, the GWRF 

model was developed to form an RF model that can accommodate local models from each observation 

location; in other words, there is an RF model for each observation location. There is an equation in the 

RF mode. 

𝑌𝑖 = 𝑎𝑥𝑖 + 𝑒, 𝑖 = 1,… , 𝑛    (4) 

Which defines the dependent variable at location-𝑖 expanded to obtain the equation. 

𝑌𝑖 = 𝑎1𝑥𝑖1 + 𝑎2𝑥𝑖2 + 𝑒, 𝑖 = 1,2,… , 𝑛   (5) 

The global GWRF model and the local GWRF model equations are as follows. 

𝑌𝑖 = 𝑎1(𝑢𝑖, 𝑣𝑖)𝑥𝑖 + 𝑒, 𝑖 = 1,… , 𝑛   (6) 

Where 𝑎1(𝑢𝑖, 𝑣𝑖) denotes the calibrated RF model prediction at observation location-𝑖. Here 

(𝑢𝑖, 𝑣𝑖) represent the coordinates or values of latitude and longitude. Each observation location will be 

built into a submodel by only considering the observations in its vicinity. The area used in the submodel 

is the neighborhood or kernel size, and the maximum distance at which a location influences other 

locations around it is called the bandwidth. To determine the bandwidth, there are two types of kernels: 

adaptive and fixed. One kernel that can be used is the fixed bisquare kernel, which has the following 

mathematical equation. 

𝑤𝑖𝑗 = (1 − (
𝑑𝑖𝑗

𝑏
)
2

)
2

     (7) 

For 𝑑𝑖𝑗 < 𝑏 and 𝑤𝑖𝑗 = 0 for other conditions. Where 𝑤𝑖𝑗 s the weight for each observation 

location, 𝑑𝑖𝑗 is the distance between location-𝑖 and location-𝑗, and 𝑏 is the bandwidth value. 

2.7. Mean Absolute Error 

Mean Absolute Error (MAE) is one of the most important evaluation metrics for assessing the 

performance of predictive models, particularly in the context of research comparing Geographically 

Weighted Regression (GWR) and Geographically Weighted Random Forests (GWRF) models for 

predicting the Human Development Index. MAE is an ideal metric for measuring prediction accuracy 
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because it provides a clear picture of the average absolute error between predicted values and actual 

HDI values at each district and city location in Central Java Province. In the context of spatial models 

like GWR and GWRF, which produce different predictions for each geographic location, MAE helps 

evaluate how well the model captures local variations and addresses issues such as multicollinearity and 

overfitting. Here is the formula for MAE [34]. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦̂𝑖|
𝑛
𝑖=1     (8) 

The MAE formula works by calculating the difference between each actual value (yi) and the 

predicted value (ŷi), then taking the absolute value to eliminate negative signs. The use of absolute 

values is important because it ensures that prediction errors above and below the actual value are treated 

equally and do not cancel each other out. After all absolute differences are calculated, the values are 

summed (Σ) and divided by the number of samples (n) to obtain the average error. The final MAE result 

shows the average magnitude of prediction errors in the same units as the target variable, so if the target 

is in rupiah, then the MAE will also be in rupiah, making it very easy to interpret. 

3. RESULT 

3.1. Exploratory Data Analysis 

The dataset used has 35 observation locations, namely districts and cities in Central Java province. 

Each observation location has 4 independent variables and 1 dependent variable, namely HDI. The 

following is the distribution of HDI from districts and cities in Central Java in 2023, which is used as 

training data. 

 

 
Figure 2. Distribution of Human Development Index in Regencies and Cities in Central Java 

 

Figure 2 shows the distribution of HDI values for 29 districts and 5 cities in Central Java in 2023. 

Regions that tend to have a high HDI are major cities with easy access to education. Central Java 

Province is mostly dominated by areas with an HDI below 80, namely regions classified as regencies. 

This indicates a development disparity between cities and districts. 

Figure 3 shows the distribution of independent variables used as training models for GWR and 

GWRF. The life expectancy variable in regencies and cities in Central Java predominantly has high 

values. The expected length of schooling variable in regencies and cities in Central Java predominantly 

has moderate values. Similarly, the average length of schooling and adjusted per capita expenditure 

variables predominantly have moderate values. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. Distribution of Independent Variables of Life Expectancy (a), Expected Years of Schooling 

(b), Average Years of Schooling (c), and Adjusted per Capita Expenditure (d) 

 

3.2. Correlation Test 

The following is a heatmap showing the correlation values between independent variables. 

 

 
Figure 4. Correlation Results between Independent Variables 

 

Figure 4 shows that there is a positive correlation between the independent variables. The positive 

correlation tends to be moderate to strong. The correlation between the variables of expected length of 

schooling and average length of schooling is very strong and has the potential for multicollinearity. 

Therefore, it is necessary to perform a multicollinearity test using VIF. 

 

Table 2. Multicollinearity Test 

Variables VIF 

Life Expectancy 501,9849 

Expected Years of Schooling 1052,8093 

Average Years of Schooling 208,2365 

Adjusted per Capita Expenditure  140,1924 
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Table 2 shows that the VIF values of each independent variable are very high, indicating that 

there is very strong multicollinearity between the independent variables. 

3.3. GWR Model Results 

The 2023 dataset was used to train the GWR model. The GWR model obtained from the training 

data was then used to predict the 2024 dataset and as testing data. Figure 5 shows that the 2024 IPM 

prediction results using the GWR model have the same distribution as the actual IPM values. The GWR 

model has a model evaluation in Table 3, which shows that the GWR model has a very large R2 value. 

Referring to the results of the multicollinearity test, which shows multicollinearity in each independent 

variable, the GWR model obtained has the potential to be an overfitting model and may result in a 

significant number of false positives in the local model. 

 

Table 3. Results of the GWR Model Evaluation 

Evaluation Value 

MAE 0,0596 

RMSE 0,0796 

R2 0,9997 

 

 
(a) 

 
(b) 

Figure 5. Distribution of HDI Values Actual in 2024 (a) and Predicted in 2024 (b) 

 

Figure 6 shows that the GWR model produced IPM prediction values that were very similar to 

the original values, a condition commonly referred to as overfitting. This occurred because there was 

very high multicollinearity between the independent variables. 

 

 
Figure 6. Comparison of Actual HDI Data for 2024 and GWR Model Predictions 
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3.4. Model GWRF 

The GWRF model was constructed using a 2023 dataset consisting of four independent variables 

and one dependent variable. The model was constructed using a fixed bisquare kernel, which was also 

used when constructing the GWR model. Figure 7 shows the distribution of HDI values for districts and 

cities in Central Java for prediction results using the GWRF model, which has the same distribution 

value as the actual data. Figure 8 shows that the 2024 HDI prediction results using the GWRF model do 

not overfit as occurs in the GWR model. This indicates that the GWRF model is capable of overcoming 

multicollinearity conditions that occur between independent variables. The GWRF model produces 

parameters that generalize well to data not used for training. In regions with relatively low HDI values, 

there is a slightly larger deviation between the actual and predicted values, indicating the influence of 

other variables not accounted for in the model. 

 

 
(a) 

 
(b) 

Figure 7. Distribution of Actual HDI Values (a) and Predicted Values (b) for 2024 

 

 
Figure 8. Comparison of Actual Values and GWRF Prediction Results 

4. DISCUSSIONS 

Data on the influence of independent variables such as life expectancy, expected years of 

schooling, average years of schooling, and per capita expenditure, adjusted for the dependent variable 

of HDI for districts and cities in Central Java, show high multicollinearity in each independent variable. 

The GWR model is able to capture the spatial heterogeneity of the relationship between independent 

and dependent variables by location. This local model is obtained by changing the coefficients of each 

independent variable at different locations. Although the GWR model can capture spatial heterogeneity, 

it is susceptible to multicollinearity issues. Fotheringham and Oshan (2016) show that multicollinearity 
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is not a problem in the GWR model when the sample size is relatively large [35]. Since this study uses 

a relatively small sample, the solution is to add a machine learning method to overcome the 

multicollinearity problem. 

The selected machine learning method is RF, as RF can address the weaknesses of 

multicollinearity and non-linearity in global models [36], [37]. The RF method is combined with the 

GWR model, which is subsequently referred to as the GWRF model. The GWRF model addresses the 

shortcomings of the GWR model by integrating spatial and data-driven elements. To provide a more 

comprehensive perspective on the performance of the model used, a comparison of R² values is 

conducted with similar studies that apply GWR and GWRF methodologies in the Indonesian context, 

particularly to validate the predictive power of the model in this study. 

 

Table 4. Comparative Study 

Author Used Method Results (R2) 

Kurniati (2022) [38] GWR (Geographically Weighted Regression) 0.31 

Dewi et al. (2024) [39] RFR (Random Forest Regression) 0.82 

Proposed Method GWRF (Geographically Weighted Random Forest) 0.95 

Proposed Method GWR (Geographically Weighted Regression) 0.99 

 

The comparison results show that the GWR model in this study, with an R² of 0.99, performs far 

better than the study of crime in East Java, which only achieved an R² of 0.31. This significant difference 

can be explained by the different characteristics of the data, where IPM data has a more structured and 

stable spatial pattern compared to crime data, which tends to be more volatile and influenced by complex 

social factors. However, the very high R² value (0.99) in the GWR model indicates overfitting caused 

by multicollinearity among the independent variables. This condition occurs when the predictor 

variables have high correlations with each other, causing the model to become overly sensitive to the 

training data and lose its generalization ability. 

Meanwhile, the GWRF model with an R² of 0.95 showed very competitive performance, even 

surpassing the conventional Random Forest Regression (RFR), which reached 0.82 in a study of stunting 

in East Java. This confirms the superiority of the hybrid approach that integrates machine learning with 

geographic weighting. Although there is a 4% decrease in R² from GWR to GWRF, this trade-off is 

advantageous because GWRF can overcome multicollinearity issues through the feature selection 

mechanism inherent in the Random Forest algorithm. The bootstrap aggregating and random feature 

sampling techniques in GWRF effectively reduce the impact of multicollinearity by selecting the 

optimal subset of variables in each decision tree, resulting in a more robust model with better 

generalization capabilities. Thus, GWRF is a more optimal choice than conventional GWR because it 

not only provides high prediction accuracy but also avoids the overfitting issues that are prone to occur 

in GWR when there is multicollinearity among independent variables. The stability and reliability of the 

GWRF model make it more suitable for practical applications in spatial analysis. Based on the results 

of this study, the GWRF model is suitable for addressing poverty in regencies and cities in Central Java, 

as well as in broader areas such as all provinces in Indonesia. Through spatial modeling, the mapping 

of areas with low to high indicator values will be clearer, and the distribution of the data will be easier 

to understand. 

5. CONCLUSION 

In this study, each independent variable has a high correlation with the other independent 

variables. After conducting a multicollinearity test, it was found that each independent variable had a 

high VIF value, which means that each independent variable had a multicollinearity problem. When 

these data were modeled using the GWR model, there was a risk of overfitting. The GWR modeling 
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results yielded a very high R2 value of 0.9997, and a visualization of the comparison between the GWR 

model predictions and the actual data showed that the model was overfitting. The multicollinearity 

problem was overcome by adding an RF model to the GWR model, resulting in an RF model that could 

capture spatial heterogeneity. After the data was modeled using GWRF, a lower R² value was obtained 

compared to the GWR model, namely 0.9769. Based on the scatter plot comparing the GWRF model's 

prediction results with actual data, it was shown that the model did not overfit. The GWRF model can 

address the multicollinearity issue experienced by the independent variables in the GWR model with a 

small sample size. The GWRF model is capable of providing good prediction results. By using 2023 

data to build the model and then inputting the independent variables for 2024 to generate prediction 

values for 2024, the model can produce accurate HDI predictions with an R² value of 0.95. Based on 

this study, when performing spatial modeling with the GWR model on data containing multicollinearity, 

the issue can be addressed by combining the GWR model with machine learning, such as RF. In this 

way, the weaknesses of the GWR model can be compensated for by the RF model, and vice versa. This 

contributes to the diversity of knowledge related to spatial models commonly used in research 

concerning the Sustainable Development Goals (SDGs). 
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