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Abstract

Speech Emotion Recognition (SER) identifies human emotions through voice signal analysis, focusing
on pitch, intonation, and tempo. This study determines the optimal sampling rate of 48,000 Hz, following
the Nyquist-Shannon theorem, ensuring accurate signal reconstruction. Audio features are extracted
using Mel-Frequency Cepstral Coefficients (MFCC) to capture frequency and rhythm changes in
temporal signals. To address data imbalance, Synthetic Minority Over-sampling Technique (SMOTE)
generates synthetic data for the minority class, enabling more balanced model training. A One-vs-All
(OvA) approach is applied in emotion classification, constructing separate models for each emotion to
enhance detection. The model is trained using Bidirectional Long Short-Term Memory (BiLSTM),
capturing contextual information from both directions, improving understanding of complex speech
patterns. To optimize the model, Nadam (Nesterov-accelerated Adaptive Moment Estimation) is used to
accelerate convergence and stabilize weight updates. Bagging (Bootstrap Aggregating) techniques are
implemented to reduce overfitting and improve prediction accuracy. The results show that this
combination of techniques achieves 78% accuracy in classifying voice emotions, contributing
significantly to improving emotion detection systems, especially for under-resourced languages.

Keywords : BiLSTM, Bootstrap Aggregating, Nadam, Nyquist Shannon , One-vs-All, SMOTE, Speech Emotion
Recognition.
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1. INTRODUCTION
In daily life, humans do not solely rely on verbal communication but also employ vocal elements

such as tone, pitch, and tempo to convey emotions and feelings. These elements significantly influence
the understanding of a person's emotional state. Speech Emotion Recognition (SER) technology
enables devices to detect human emotions through the analysis of voice signals, allowing systems to
identify complex sound patterns, including variations in pitch, intonation, and sound quality affected
by environmental noise. When computers are able to comprehend human emotions with a level of
accuracy comparable to that of humans, this capability offers profound benefits for enhancing
education, science, and technology. One notable advantage lies in the utilization of artificial
intelligence to monitor mental health in an optimal manner, free from the constraints of accessibility
[1]. This technology holds considerable promise for addressing the growing mental health issues
among adolescents of compulsory education age [2].

In the context of SER, voice signals are analyzed to identify features such as pitch, intonation,
and tempo, which are essential for detecting both the type and intensity of emotions [3]. Emotion, as
an expression of human feelings, directly influences voice patterns, and its intensity plays a pivotal
role in altering the voice. The efficacy of the SER system relies on its ability to extract relevant voice
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features and the model's capacity to recognize emotions based on intricate voice patterns. These voice
patterns exhibit temporal characteristics, involving changes in frequency and rhythm over time, which
are intrinsically linked to the emotions being conveyed [5]. Consequently, in speech signal processing,
the selection of an appropriate sampling rate is crucial to ensure the high quality of feature extraction.
According to the Nyquist-Shannon theorem, to accurately reconstruct a voice signal, the sampling rate
must be at least twice the highest frequency present in the original signal [6]. Once the appropriate
sampling rate is determined, methods such as Mel-Frequency Cepstral Coefficients (MFCC) are
employed to extract voice features and capture temporal changes, which are essential for identifying
emotions by simulating the human auditory process [7]. The data is subsequently normalized using
Min-Max Scaling to ensure that the extracted features have values ranging from 0 to 1 [8].

The identification of emotion classes occurs after the normalization process using machine
learning techniques to process and recognize complex patterns in labeled data. Previous studies have
demonstrated that to handle complex voice patterns, not only MFCC but also a combination of lexical
and acoustic features are utilized. Recurrent Neural Network (RNN)-based models, such as Long
Short-Term Memory (LSTM) and Gated Recurrent Units (GRU), have proven effective in capturing
conversational context, with an accuracy of 72.52% for classifying four emotion classes [9]. These
studies indicate that contextual feature processing using Indonesian conversational data is more
effective in capturing emotional transitions compared to non-contextual approaches. LSTM, in
particular, has demonstrated its ability to capture temporal patterns and contextual relationships across
utterances, thereby facilitating better identification of emotional transitions [7]. Furthermore, the
application of boosting techniques combined with Synthetic Minority Over-sampling Technique
(SMOTE) to balance test data with 39 MFCC coefficients and a 22,050 Hz sampling rate resulted in an
accuracy of 65%, which helps mitigate overfitting issues [10]. The Hybrid Sampling Method can also
be implemented to enhance efficiency in the analysis of complex voice data. This method combines
Bucher Experimental Design and Latin Hypercube Sampling (LHS) to generate samples that are more
representative of a range of random variables and intervals. By integrating these two techniques, Hybrid
Sampling allows for more efficient sampling, reducing the number of samples required without
compromising the quality of analysis [11]. Additionally, the One-vs-All (OVA) method serves as a
solution for handling multi-label classification, where each emotion class is treated as a separate binary
classification, enabling the model to handle various emotions accurately and effectively, even with
high data complexity and variance [12].

The use of Convolutional Neural Networks (CNN) has also proven effective in recognizing
spatial patterns in both voice and facial expressions, with an accuracy of 88.71%, indicating the
potential for multimodal data integration in emotion recognition [13]. However, due to the inherent
limitations of CNNs in handling temporal patterns in sequential data such as voice, RNN-based models
like LSTM and BiLSTM are more commonly employed. BiLSTM (Bidirectional Long Short-Term
Memory) captures temporal context from both directions, allowing the model to better understand
complex voice patterns and improve emotion identification [14]. This capability is further optimized
when training processes utilize the Nadam algorithm (Nesterov-accelerated Adaptive Moment
Estimation), which combines the benefits of the Adam optimizer with Nesterov's momentum. This
optimizer accelerates convergence and enhances the stability of weight updates during the training
process [15]. Furthermore, Esnemble Learning techniques, such as Bagging (Bootstrap Aggregating)
are employed to enhance the model's performance and stability. Ensemble Learning combines
predictions from multiple models trained on different subsets of the data to improve accuracy and
reduce overfitting. Bagging is particularly effective in addressing data imbalance by allowing each
model in the ensemble to focus on a different aspect of the data, thus reducing the overall variance and
improving the generalization ability of the model. In the context of emotion recognition, Ensemble
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Learning via Bagging helps to combine predictions from multiple models, ensuring that the final
emotion classification benefits from the diversity of the models and is less prone to overfitting [15].

This study adopts an approach to emotion recognition in speech by integrating BiLSTM and
MFCC for Indonesian conversational speech data. The use of Indonesian as the target language
presents unique challenges, particularly due to the limited availability of labeled speech datasets. This
lack of resources makes traditional methods for data balancing less effective, as the models often
struggle to handle the imbalanced nature of the dataset. Several techniques for addressing data
imbalance, such as oversampling and undersampling, may not be well-suited for the specific
characteristics of Indonesian speech data. Therefore, this research aims to compare different data
balancing methods to improve emotion class recognition performance. By analyzing how these
methods enhance emotion detection in Indonesian speech, the study seeks to identify the most
appropriate approach for achieving a well-balanced dataset that enhances model performance without
compromising data integrity. Additionally, Ensemble Learning via Bagging is applied to address
overfitting and improve the model's generalization ability.

2. METHOD

The experimental method is employed in this study to directly observe the effects of various
stages involved in the voice signal analysis process, including data preprocessing, feature extraction
using MFCC, data imbalance handling using Oversampling or Hybrid Sampling techniques, as
depicted in Figure 1 at the data balancing stage, and modeling with BILSTM and ensemble learning.
The aim of this experimental research is to measure the effectiveness of the applied techniques in
improving emotion classification accuracy based on voice signals.
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Figure 1. Method Research Flowchart

With an experimental approach, the performance of models using different methods can be
compared and their impact on classification results analyzed. Observations are made by systematically
testing the model through several stages, starting from feature extraction to the application of modeling
techniques and ensemble learning. The results obtained from this experiment are then analyzed to
determine whether the application of these techniques can improve emotion classification accuracy
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and address the data imbalance issues that often occur in emotion-based voice datasets. Therefore, this
approach allows the research to produce measurable and repeatable results, while identifying the
factors that contribute to the improvement of model performance.

2.1. Dataset

The dataset used in this study was obtained from previous research and consists of recordings
of Indonesian conversations collected from four television talk shows: Sarah Sechan, Indonesia
Lawyers Club, Mata Najwa, and Tonight Show [10]. As shown in Table 2, the dataset consists of
3,784 samples; however, only 3,765 samples are usable, as shown in Table 1, due to some files being
corrupted during the data collection process. However, due to the limited availability of annotated
speech data in Indonesian, this dataset presents several challenges, including imbalanced emotion
class, which are addressed using multiple techniques to handle the imbalance and mitigate overfitting.

Table 1. Distribution of Audio Files Across Different Talk Shows

Folder Name Number of Files (.wav)
audio tonightshow 787
audio_sarahsechan 1020

audio_matanajwa 1022
audio ILC 936
Total Data Amount 3765

Table 2. Distribution of Emotion Classes in the Dataset

Emotion Class Number of Data
Happy 391
Angry 234
Sad 287
Netral 2698
Contentment 174
Total Data Amount 3784

The audio signals exhibit varying lengths and are affected by noise disturbances caused by
environmental factors. Each recording is labeled according to one of five emotion classes: Angry, Sad,
Contentment, Neutral, and Happy. The distribution of emotion classes in this dataset is imbalanced,
with the Neutral class containing a larger number of samples compared to the other classes. This
imbalance presents a challenge during model training, making the handling of extreme data imbalance
a critical aspect of this study. All collected audio recordings are paired with their corresponding labels
to form a complete and structured dataset.

2.2. Feature Extraction Using MFCC

MFCC (Mel-Frequency Cepstral Coefficients) is a commonly used feature in speech signal
processing due to its foundation on the Mel frequency scale, which aligns more closely with human
perception of sound [7]. The MFCC extraction process begins by dividing the speech signal into small
frames. Each frame is then windowed using a Hamming function to reduce the effects of discontinuity.
Afterward, the FFT (Fast Fourier Transform) is applied to convert the signal into the frequency domain
[17]. Next, a Mel filterbank is applied to adjust the frequency spectrum to align with human perception
of sound, emphasizing relevant frequencies. The energy of these frequencies is then calculated and
converted into coefficients that represent the features of the speech signal.To reduce the data
dimensionality, the Discrete Cosine Transform (DCT) is applied, which produces the MFCC
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coefficients used in model training. In this study, the number of MFCC coefficients used is 13, which
is a common choice in speech signal analysis.

2.3. Data Normalization Using Min-Max Scalling

After feature extraction using MFCC, the data is then normalized using Min-Max Scaling. This
process ensures that all feature values are within a uniform range, specifically between 0 and 1 [18].
This normalization is crucial because different features extracted from the speech signal may have
varying scales, which can impact the model's performance during training. Without normalization,
features with larger scales may dominate the model, while features with smaller scales may be
overlooked. By using Min-Max Scaling, the feature values are forced to fall within the same range,
allowing the model to learn from all features more fairly and effectively, while also improving the
model's convergence during training. This process ensures that the model can optimize the weights for
all features without bias towards those with larger values.

2.4. One-Vs-All for Multi-Class Classification

To handle multi-class classification, One-vs-All (OvA) is applied, where each emotion class is
considered as the positive class (1), and all other classes are treated as the negative class (0). With this
approach, the model is trained to predict whether a speech signal belongs to a specific emotion class
or not. This process begins by building a binary classification model for each class. For instance, for
the Happy class, the model will be trained to distinguish between speech signals that belong to the
Happy category (positive, 1) and those that do not (negative, 0). The same process is applied to each
of the other emotion classes, such as Sad, Angry, Contentment, and Neutral. Each model constructed
will output either 0 or 1, indicating whether the speech signal belongs to the targeted emotion class or
not. Once all models are trained, when a new speech signal is provided, each model will make a
prediction. The class that receives an output of 1 from its model is considered the most likely emotion
for the speech signal.This approach enables the model to effectively handle more than two classes,
even though it only produces binary predictions for each class. The final output will be determined by
the class that yields a prediction of 1, indicating the most probable emotion class for the analyzed
speech signal. Thus, the One-vs-All technique allows for a clear distinction between different emotion
classes, even within a single classification model [19].

2.5. Handling Data Imbalance with Oversampling

Before proceeding to the data balancing stage, the data is first split into two parts: 70% for
training data and 30% for testing (test) or validation (val) data. After this division, data balancing is
performed using SMOTE (Synthetic Minority Over-sampling Technique) to generate synthetic data
for the minority classes in each emotion category present in the training data [20]. This process aims
to address the imbalance in data between the majority and minority classes, allowing the model to be
trained in a more balanced manner. This helps the model to more effectively identify all emotion
classes, including those with fewer data points.

2.6. Handling Data Imbalance with Hybrid Sampling

In addition to using the oversampling technique with SMOTE, another experiment was
conducted for data balancing using the hybrid sampling technique. In this approach, two different
techniques are combined SMOTE oversampling on the minority class in the training data and Random
Under-Sampling (RUS) undersampling on the majority class in the validation and test data [21]. Given
that the dataset is relatively small and Hybrid Sampling is applied, the data is split 50% for training
and 50% for validation. The SMOTE technique is used to increase the number of samples in the
minority class of the training data, generating synthetic data that helps the model better recognize
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emotional patterns. Meanwhile, RUS is applied to the majority class in the validation and test data to
prevent the majority class from dominating by reducing data from the majority class, while keeping
the validation and test data intact [22] [23].

2.7. Modelling Using BiLSTM

The BiLSTM model is used to process speech data and identify temporal patterns in the audio
signals. BILSTM was chosen for its ability to process data from both directions as shown in Figure 2,
enabling the model to capture a better context in conversation.
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Figure 2. BiLSTM Model Architecture

In this experiment, the BiLSTM model is used for emotion classification based on speech
signals. Each emotion class is treated as a separate model, where the model is trained to classify
whether a speech signal belongs to a specific emotion class or not. This is done with two Bidirectional
LSTM layers [24], each containing 128 units, to capture information from both directions in the data
sequence. L2 regularization is applied to prevent overfitting, and Batch Normalization helps accelerate
training. A dropout rate of 0.5 is used to reduce overfitting, and the output layer uses a sigmoid
activation function for binary classification. Nadam with a learning rate of le-4 was selected as the
optimizer for training stability. Two callbacks, EarlyStopping and ReduceLROnPlateau, are employed
to stop training early if no improvement is observed and to reduce the learning rate if necessary. The
model is trained with this setup to ensure stability and prevent overfitting. The results are then
evaluated using a classification report and confusion matrix.

2.8. Ensemble Learning Bootstrap Aggregating

Bagging (Bootstrap Aggregating) is an ensemble learning technique that combines multiple
models trained on different subsets of the data [25]. Each subset is created by random sampling with
replacement. The individual model predictions are then aggregated as shown in Figure 3, typically by
voting or averaging, to improve accuracy and reduce overfitting. In the context of the paper, Bagging
enhances model stability and performance by leveraging the diversity of predictions from multiple
models.

In this study, Bagging is used to combine the five models, each trained to classify a different
emotion class, into a single unified model. By applying Bagging, the predictions from these five separate
models are aggregated, which helps to reduce overfitting. This ensemble approach ensures that the final
model benefits from the diversity of predictions across all emotion classes, improving both accuracy
and generalization while minimizing the risk of overfitting that could arise from training individual
models.
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Figure 3. Bagging Architecture

3.  RESULT

In this section, the experimental results conducted to evaluate the performance of the emotion
recognition model based on voice signal analysis will be presented in detail. The experiment focuses on
the application of various techniques to address data imbalance and overfitting in emotion classification.
The techniques tested include One-Versus-All (OVA) for multi-class classification, SMOTE, Hybrid
Sampling, and the Ensemble Learning approach using Bootstrap Aggregating.

3.1. One Vs All

This approach is used to classify multi-class problems by transforming them into binary
classification tasks, where each emotion class represents a separate model. Each model is then trained
to distinguish whether a given voice signal belongs to a specific emotion class or not. As shown in Table
3, one model will be trained to differentiate Neutral emotion (as the positive class) from other emotions
(as the negative class), while another model will be trained to distinguish Sad from other emotions. This
method applies to all emotion classes, such as Angry, Contentment, and Happy.

Table 3. One-Vs-All (OVA) Binary Classification Models for Emotion Recognition

Model Emotion Binary
Neutral Sad Angry Contentment Happy
1 Neutral 1 0 0 0 0
2 Sad 0 1 0 0 0
3 Angry 0 0 1 0 0
4 Contentment 0 0 0 1 0
5 Happy 0 0 0 0 1

Thus, each emotion has its own binary classification model. After these models are trained, test
data is provided to each model, and the prediction results are obtained based on the model that outputs
a positive result for the most relevant emotion class. OVA is one of the techniques used to address
overfitting because the classification produced is clear and structured between emotion classes, although
additional handling is required to manage data imbalance.

3.2. Oversampling

The oversampling stage in this experiment utilizes SMOTE (Synthetic Minority Over- sampling
Technique). In the application of SMOTE, the data splitting technique employed is 70:30, where 70%
of the data is used for training and 30% for testing and validation. This split is chosen to ensure that the
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model receives sufficient data for training, while the validation and testing data remain unaffected. As
shown in Table 4, 5, 6, 7, 8, this technique is applied exclusively to the training data, not to the validation
or testing data, to ensure that the evaluation data still reflects the original class distribution without being
influenced by oversampling. By adding synthetic samples to the minority class while keeping the
validation and testing data intact, the evaluation process remains unbiased and based on the original
data.

Table 4. SMOTE Technique Applied to Training Data (Neutral)

Split Data Data SMOTE
Train Neutral (1) 1592 1592
Non — Neutral (0) 714 1592
Test Neutral (1) 165 165
Non — Neutral (0) 329 329
Val Neutral (1) 153 153
Non — Neutral (0) 341 341
Table 5. SMOTE Technique Applied to Training Data (Sad)
Split Data Data SMOTE
Train Sad (1) 109 109
Non — Sad (0) 2197 109
Test Sad (1) 30 30
Non — Sad (0) 464 464
Val Sad (1) 27 27
Non — Sad (0) 467 467
Table 6. SMOTE Technique Applied to Training Data (Happy)
Split Data Data SMOTE
Train Happy (1) 202 202
Non — Happy (0) 2104 202
Test Happy (1) 37 37
Non — Happy (0) 457 457
Val Happy (1) 40 40
Non — Happy (0) 454 454
Table 7. SMOTE Technique Applied to Training Data (Angry)
Split Data Data SMOTE
Train Angry (1) 242 242
Non — Angry (0) 2064 242
Test Angry (1) 62 62
Non — Angry (0) 432 432
Val Angry (1) 58 58
Non — Angry (0) 436 436
Table 8. SMOTE Technique Applied to Training Data (Contentment)
Split Data Data SMOTE
Train Contentment (1) 161 161
Non — Contentment (0) 2145 161
Test Contentment (1) 24 24
Non — Contentment (0) 470 470
Val Contentment (1) 40 40
Non — Contentment (0) 454 454
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Figure 4. Model Performance Oversampling: Accuracy and Loss Comparison

This approach, as shown in Figure 4, positively impacts the stability of the model. Although the
training data becomes more balanced, the unchanged validation and testing data help mitigate the risk
of overfitting that could arise if the evaluation data were also altered. As a result, even though the number
of training samples for the minority class increases, the model is still tested with more representative
data, ensuring a more realistic evaluation

3.3. Hybrid Sampling

In the experiment using Hybrid Sampling (SMOTE + RUS), the data splitting technique applied
is 50:50, where 50% of the data is used for training and 50% for testing and validation. This data split
is chosen with the consideration that RUS reduces the number of majority class samples in the testing
and validation sets while maintaining the integrity of the data. Therefore, by dividing the data into two
balanced parts, the aim is to ensure that, despite the reduction of majority class data by RUS, the
remaining data does not become insufficient, considering the relatively small overall dataset size. The
Hybrid Sampling technique (SMOTE + RUS) is applied to the training, testing, and validation data as
shown in Table 9, 10, 11, 12, 13. In this case, SMOTE is used to add synthetic samples to the minority
class in the training data, while RUS is applied to reduce the number of majority class samples in the
testing and validation data to maintain the authenticity of the data. As a result, the training, testing, and
validation data are balanced.

Table 9. SMOTE + RUS Technique Applied to Training, Test, and Val Data (Neutral)

Split Data Data SMOTE + RUS
Train Neutral (1) 1138 1138
Non Neutral (0) 509 1138
Test Neutral (1) 551 273
Non Neutral (0) 273 273
Val Neutral (1) 574 250
Non Neutral (0) 250 250
Table 10. SMOTE + RUS Technique Applied to Training, Test, and Val Data (Sad)
Split Data Data SMOTE + RUS
Train Sad (1) 80 1567
Non Sad (0) 1567 1567
Test Sad (1) 41 41
Non Sad (0) 783 41
Val Sad (1) 45 45
Non Sad (0) 779 45
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Table 11. SMOTE + RUS Technique Applied to Training, Test, and Val Data (Happy)

Split Data Data SMOTE + RUS
Train Happy (1) 142 1505
Non Happy (0) 1505 1505
Test Happy (1) 62 62
Non Happy (0) 762 62
Val Happy (1) 75 75
Non Happy (0) 749 75
Table 12. SMOTE + RUS Technique Applied to Training, Test, and Val Data (Angry)
Split Data Data SMOTE + RUS
Train Angry (1) 1138 1138
Non Angry (0) 509 1138
Test Angry (1) 551 273
Non Angry (0) 273 273
Val Angry (1) 574 250
Non Angry (0) 250 250

Table 13. SMOTE + RUS Technique Applied to Training, Test, and Val Data (Contentment)

Split Data Data SMOTE + RUS

Train Contentment (1) 118 1592

Non Contentment (0) 1592 1592
Test Contentment (1) 50 50

Non Contentment (0) 774 50
Val Contentment (1) 57 57

Non Contentment (0) 767 57

'\\ A o
/r £ :
,\ i
Mg,
.

Figure 5. Model Performance Hybrid Sampling: Accuracy and Loss Comparison

Hybrid Sampling (SMOTE + RUS) aims to balance the dataset and prevent the dominance of the
majority class during model training. However, the application of RUS to the validation and testing data
results in significant fluctuations in accuracy as shown in Figure 5. While the distribution of the
validation and testing data remains more natural, the reduction in the number of majority class samples

leads to difficulties in generalization and underfitting, causing larger fluctuations in the performance of
each emotion model.

3.4. Ensemble Learning

Ensemble Learning, in this context, specifically employs Bagging (Bootstrap Aggregating) to
combine the strengths of multiple models, thereby enhancing both the accuracy and stability of the
model in classifying emotions based on voice signal analysis. Bagging works by training several models
on different subsets of the data, each obtained through random sampling with replacement. The
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predictions from these individual models are then aggregated, typically through voting or averaging, to
produce the final prediction. This process helps reduce the risk of overfitting by averaging out errors
from individual models, thereby improving the model's generalization capability. As a result, Bagging
enhances the reliability of emotion classification by leveraging the diversity of multiple models,
enabling the system to handle the complexity and variability of the data more effectively.

3.4.1. Oversampling

In Ensemble Learning, using SMOTE as a data balancing technique, as shown in Figure 4, the
model's performance with SMOTE demonstrates a stable improvement in both accuracy and loss
compared to individual models. This approach helps address class imbalance by generating synthetic
samples for the minority class, while the validation and testing data remain unaffected.

Table 14. Classification Report Ensemble Learning Bagging: SMOTE
Precision Recall F1-Score

Neutral 0.7889 0.9208 0.8498
Sad 0.7692 0.3704 0.5000
Angry 0.7838 0.5000 0.6105
Contentment  0.6667 0.5500 0.6027
Happy 0.8000 0.5000 0.6154
accuracy 0.7806
macro avg 0.7617 0.5682 0.6357

weighted avg  0.7785 0.7806 0.7656
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Figure 6. Confusion Matrix Ensemble Learning Bagging: SMOTE

Based on Table 14, the model demonstrates relatively good performance across several classes.
The highest accuracy is recorded for the Neutral and Happy classes, with good precision and recall.
However, the model's performance decreases for the Sad and Contentment classes, where both recall
and precision are lower. For instance, in the Sad class, recall is very low at 0.3704, indicating that the
model struggles to identify this emotion accurately. Similarly, for Contentment, while it has relatively
high precision, the lower recall indicates challenges in consistently detecting this emotion. Based on
Figure 6, although SMOTE helps improve performance for the Neutral class, some misclassifications
still occur for the Sad and Angry classes, as reflected in the high number of false positives for these
classes. Contentment also continues to experience frequent misclassifications, often being categorized
as Neutral.
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3.4.2. Hybrid Sampling

In Ensemble Learning, using SMOTE + RUS as a data balancing technique, significant
fluctuations occur, as seen in Figure 5. This is due to the use of RUS on the validation and testing data,
which reduces the number of majority class samples. As a result, the validation and testing data become
increasingly limited, affecting the model's ability to generate consistent and stable predictions. While
SMOTE successfully increases the number of minority class samples in the training data, the application
of RUS to the validation and testing data leads to significant fluctuations in the model's performance,
particularly in terms of accuracy and loss across several classes.

Table 15. Classification Report Ensemble Learning Bagging: SMOTE + RUS
Precision Recall F1-Score

Neutral 0.9718 0.9640 0.9679
Sad 0.9459 0.8537 0.8974
Angry 0.8868 0.9691 0.9261
Contentment  0.8636 0.7600 0.8085
Happy 0.8615 0.9032 0.8819
accuracy 0.9280
macro avg 0.9059 0.8900 0.8964

weighted avg  0.9287 0.9280 0.9274
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Table 7 Classification Report Ensemble Learning Bagging: SMOTE + RUS

Based on Table 15, the model demonstrates relatively good performance across all classes. For
the Neutral class, the model achieves a very high precision of 0.9718 and recall of 0.9640, indicating
the model's strong ability to accurately identify this emotion. The Sad class shows good precision
0.9459, but its recall is lower 0.8537. Based on Figure 7, although the overall accuracy reaches 0.9280,
several emotion classes still experience misclassifications, particularly those classified as Neutral, which
indicates that the model is still struggling to consistently differentiate between certain emotion classes.

4. DISCUSSIONS

The results of this study demonstrate that the application of the SMOTE technique significantly
enhances the model's performance in classifying five emotion categories. In previous research, an
accuract of 65% was achieved using SMOTE as data balancing technique [9]. By addressing the issue
of data imbalance, SMOTE yields an accuracy of 0.7806, as illustrated by the generally favorable trend
in the corresponding graph, which reflects stability in emotion classification. These findings are
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consistent with those of [20], which suggest that SMOTE improves model performance by mitigating
the dominance of the majority class, thereby enabling the model to more effectively recognize all
emotion classes, especially those underrepresented in the dataset.

Furthermore, the combination of SMOTE and RUS results in an even higher accuracy of 0.9280,
as reported in [26], which asserts that hybrid sampling is an effective strategy for tackling data
imbalance. This approach combines SMOTE to augment the minority class samples and RUS to reduce
the majority class samples. Despite the higher accuracy achieved, the combination of SMOTE and RUS
yielded suboptimal performance in this study. The primary reason for this outcome is the relatively small
size of the dataset, which renders the undersampling technique less effective, leading to significant
fluctuations in model performance. The use of hybrid sampling also presents certain drawbacks, as the
reduction of majority class data can compromise the model's stability. In this case, it resulted in
underfitting for specific emotion classes, as highlighted by [11]. The RUS technique applied to the small
dataset diminishes the variation in the data, which is essential for training a robust model, thus
contributing to a reduction in both accuracy and consistency for some of the emotion classes.

5. CONCLUSION

The use of the SMOTE technique has proven to yield more stable and effective results. This
technique allows for better model performance by maintaining data balance and ensuring that the model
can learn effectively without compromising the integrity of the evaluation data. The model demonstrates
consistent results with stable accuracy and loss, as shown in Figure 4. In contrast, the application of
SMOTE + RUS while showing higher accuracy as seen in Table 7, experiences significant fluctuations,
as shown in Figure 5. The use of RUS to reduce the number of majority class samples results in
substantial fluctuations in recall and precision across several classes, particularly in the Sad and
Contentment classes. The reduction in majority class data during testing impacts the model's ability to
generate consistent and stable predictions, despite the overall higher accuracy. The model also
demonstrates underfitting in certain classes, In contrast, the application of SMOTE + RUS, while
showing higher accuracy as seen in Table 8, experiences significant fluctuations, as shown in Figure 5.
The use of RUS to reduce the number of majority class samples results in substantial fluctuations in
recall and precision across several classes, particularly in the Sad and Contentment classes. The
reduction in majority class data during testing impacts the model's ability to generate consistent and
stable predictions, despite the overall higher accuracy. The model also demonstrates underfitting in
certain classes.
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