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Abstract 

Type 2 Diabetes (T2DM) is a crucial factor in patient survival and treatment effectiveness. Errors in diabetes detection 

lead to disease severity, high costs, prolonged healing time, and a decline in service quality. Additionally, a major 

challenge in developing Machine Learning (ML)-based detection decision support systems is the class imbalance in 

medical data as well as the high feature dimensionality that can affect the accuracy and efficiency of the model. This 

research proposes an approach based on feature selection (FS) and handling class imbalance to improve performance 

in type 2 diabetes. Several feature selection techniques such as Information Gain (IG), Gain Ratio (GR), Gini 

Decrease (GD), Chi-Square (CS), Relief-F, and FCBF can perform feature selection based on weighting ranking. 

Furthermore, to address the imbalanced class distribution, we utilize the Synthetic Minority Over-Sampling 

Technique (SMOTE). ML classification models such as Support Vector Machine (SVM), Gradient Boosting (GB), 

Tree, Neural Network (NN), Random Forest (RF), and AdaBoost were tested and evaluated based on the confusion 

matrix including accuracy, precision, recall, and time. The experimental results show that the combination of 

strategies for handling imbalanced classes significantly improves the predictive performance of ML algorithms. In 

addition, we found that the combination of feature selection techniques IG+AdaBoost consistently demonstrates 

optimal performance. This study emphasizes the importance of data preprocessing and the selection of the right 

algorithms in the development of machine learning-based T2DM detection systems. Accurate detection can reduce 

the severity of disease, lower treatment costs, speed up the healing process, and improve healthcare services. 
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1. INTRODUCTION 

Diabetes Mellitus (DM) is one of the chronic diseases whose prevalence continues to increase 

globally, including in Indonesia. DM is a chronic metabolic disorder characterized by increased blood 

sugar levels in the body. This is caused by a disruption in insulin secretion. In 2023, approximately 415 

million people aged between 20 and 79 years are reported to suffer from DM [1]. Diabetes mellitus 

(DM) is generally categorized into three: Type 1, Type 2, and Gestational Diabetes (GDM). Type 1 

diabetes (T1DM) affects 5% to 10%. This is characterized by autoimmune damage to the insulin-

producing beta cells in the pancreas. [2]. Type 2 diabetes (T2DM) accounts for about 90% of all diabetes 

cases. In T2DM, the response to insulin is reduced. T2DM is mainly seen in people over the age of 45. 

It is increasingly observed in children, adolescents, and adults due to rising body weight, lack of physical 

activity, and a high-energy diet [3] 

Early detection and accurate diagnosis of T2DM is very important to prevent serious 

complications that can arise from this disease [4]. In recent years, rapid advances in the field of Machine 
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Learning (ML) have paved the way for the development of TD2M detection systems. ML based 

approaches have been widely used to improve the accuracy of diabetes predictions [5]. ML algorithms 

have the ability to analyze medical data, including genetic data, medical images, and clinical histories, 

to identify complex patterns that may not be visible to the human eye. The potential of ML can enhance 

the accuracy of diagnoses and predict disease risks in various studies [6] 

However, the application of ML in T2DM faces two main challenges: feature selection (FS) and 

class imbalance. T2DM datasets are often used as a basis for evaluating breast cancer diagnostic models 

[7]. This dataset has seventeen features, where all features need to be analyzed for their relevance to 

model accuracy. The presence of irrelevant features can lead to decreased model performance, increased 

computational complexity, and overfitting [8]. Therefore, effective feature selection (FS) techniques are 

crucial to identify the most informative subset of features that influence model performance and reduce 

noise [9] 

In addition, the T2DM dataset has class imbalance, where the number of 'Yes' class is lower than 

that of 'No' class. This imbalance causes the ML model to be biased towards the majority class, making 

it less accurate in predicting the minority class which is actually the primary target of early detection 

[7]. Various studies have highlighted the negative impact of class imbalance on ML performance and 

have proposed methods to address it, such as oversampling [8] 

To address the issue of class imbalance, over-sampling techniques such as SMOTE (Synthetic 

Minority Over-sampling Technique) can be a choice. This technique can enhance the representation of 

the minority class in the dataset, allowing the model to learn better [10]. The integration of effective 

feature selection and handling class imbalance has proven to improve the performance of Machine 

Learning models in breast cancer diagnosis [11]. However, a comprehensive evaluation of the 

combination of various feature selection techniques and methods for dealing with class imbalance is still 

needed to identify the best approach in this context. 

This research aims to conduct a performance-based analysis of various FS methods such as 

Information Gain (IG), Gain Ratio (GR), Gini Decrease (GD), Chi-Square (CS), Relief-F, and Fast 

Correlation Based Filter (FCBF) with the class imbalance handling technique SMOTE in the context of 

T2DM using ML algorithms such as Support Vector Machine (SVM), Gradient Boosting (GB), Decision 

Tree, Neural Network (NN), Random Forest (RF), and AdaBoost. A comparative analysis of the six 

feature selection techniques, and SMOTE has not been reported. Therefore, by comparing the 

performance of algorithms from various combinations of oversampling methods and feature selection, 

it is hoped to provide new findings in the form of the most optimal approach to build an accurate, 

sensitive, and specific T2DM detection model, thus contributing to science and improving the quality 

of healthcare services for T2DM patients. 

2. METHOD 

This section explains the research stages. The first stage is data collection. We used the T2DM 

dataset, which we then performed a class balancing process using the SMOTE technique. Next, we 

performed feature selection using IG, GR, GD, CS, Relief-F, and FCBF techniques. The selected 

features were used for diabetes classification using cross-validation. The proposed design is shown in 

Figure 1. 

After classifying T2DM, a comparative analysis was then conducted by calculating the accuracy, 

precision, recall, and the computation time required by the ML algorithm in building the model. 

2.1. Dataset 

The Type 2 Diabetes Mellitus dataset is a collection of data that contains information related to 

type 2 diabetes. This dataset was collected by Neha Prerna Tigga and Dr. Shruti Garg of the Department 
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of Computer Science and Engineering [7]. This dataset has 952 records, 17 varying features, and 2 

classes. Table 1 shows the features in the T2DM dataset. 

 

 
Figure 1. The design of the proposed method 

 

 

Table 1. Feature T2DM dataset 

Code Feature 

f1 Age (Ag) 

f2 Gender (Gen) 

f3 Family Diabetes (FD) 

f4 High Blood Pressure (Hbp) 

f5 Physically Active (PA) 

f6 BMI (BM) 

f7 Smoking (Smo) 

f8 Alcohol (Alc) 

f9 Sleep (Sle) 

f10 Sound Sleep (SS) 

f11 Regular Medicine (RM) 

f12 Junk Food (JF) 

f13 Stress (Str) 

f14 Blood Pressure Level (BpL) 

f15 Pregnancies (Pre) 

f16 Pre-diabetes (Pd) 

f17 Urination Freq (UF) 

 

2.2. SMOTE 

Synthetic Minority Over-sampling Technique (SMOTE) is a method to address the issue of class 

imbalance. [11]. SMOTE is an extension of the oversampling method, where the way this method works 

is by generating new samples that originate from the minority class to create a more balanced class 

proportion by resampling the minority class samples [12]. The integration of effective feature selection 

and handling class imbalance has been proven to improve the performance of ML models [13] 
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2.3. Feature Selection (FS) 

One of the most important things in classification is determining the features to achieve the best 

optimum results [13]. ML datasets often contain redundant features that are irrelevant to the class. This 

can degrade algorithm performance [14], and does not have an effect on the learning model [15], 

Therefore, it is important to conduct relevant feature analysis. We perform FS using six best techniques 

is Information Gain (IG), Gain Ratio (GR), Gini Decrease (GD), Chi-Square (CS), Relief-F, and Fast 

Correlation Based Filter (FCBF). 

2.2.1. Information Gain (IG) 

IG is a technique in ML used to measure how well a feature separates data based on different 

classes or targets [16]. Information Gain measures the amount of uncertainty (entropy) reduction that 

occurs after knowing the value of a feature. The higher a feature's value, the better it helps the model to 

predict or classify the data [17]. 

2.2.2. Gain-Ratio (GR) 

GR is a technique in machine learning that is used to select the best features by partitioning the 

data [13]. GR is a modification of Information Gain (IG) aimed at addressing the weaknesses in handling 

attributes with many values (discrete). GR helps to reduce the bias that may occur in IG, especially in 

data that has many categories [18]. The GR modifies the IG technique, which lessens its overfitting. 

How GR works is by selecting attributes based on quantity and size by taking into account inherent 

information. 

2.2.3. Gini Decrease (GD) 

Gini Decrease or Mean Decrease Gini (MDG) is a measure of how much each feature contributes 

to the homogeneity of nodes in a decision tree [19]. This measures how much a feature reduces 

homogeneity when used to split data in a forest tree. Features with higher Gini Decrease values are 

considered more important for the predictive power of the model [20]. 

2.2.4. Chi-Square (X2) (CS) 

The Chi-square test is a statistical method used for feature selection in machine learning, 

especially when dealing with categorical data. This test helps determine the statistically significant 

relationship between features and the target variable, allowing for the identification and selection of the 

most relevant features for the ML model [21] 

2.2.5. Fast Correlation Based Filter (FCBF) 

The FCBF technique is a feature selection algorithm based on the idea that a good feature is one 

that is relevant to the class but not redundant with other relevant features. Therefore, FCBF uses two 

approaches by measuring the correlation between two random variables, namely based on classical 

linear correlation and linear correlation coefficient based on information theory [22] 

2.2.6. Relief-F 

Relief-F utilizes a weighting technique to measure significance. Features with a weight value 

above the threshold will be selected to represent an instance. The retrieval process uses the Mahala 

Nobis distance method, which measures distance by taking into account the correlation between 

attributes using the inverse of the variance-covariance matrix [23] 
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2.3. Cross-Validation (k-folds) 

A technique in machine learning for assessing model performance by dividing the data into 

multiple parts (folds) and repeatedly training and testing the model on different combinations of folds. 

The goal is to obtain a more accurate estimate of how the model will perform on new, previously unseen 

data and to prevent overfitting [24]. The correct k-fold selection affects the performance of the ML 

algorithm. Figure 2 shows the cross-validation stages in ML 

 

 
Figure 2. The stage cross-validation 

 

2.4. Performance Analysis 

This study examines how the Confusion Matrix (CM) is used to measure accuracy, precision, and 

recall. The matrix is 𝑛×𝑛 combined by class, where 𝑛 is the total number of classes [25]. The CM shown 

in Table 2. 

 

Table 2. Confusion Matrix 

Class Positives Negatives 

Positives Number of True Positives (TP) Number of False Positives (FP) 

Negatives Number of False Negatives (FN) Number of True Negatives (TN) 

 

Accuracy, precision, and recall are other methods to evaluate and compare classifiers. These 

variables can be obtained by using equations (1-3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

3. RESULT 

3.1. SMOTE Evaluations 

We use Orange software (version 3.3.8). This platform simplifies the construction of several 

analytical data techniques. Orange has the ability to categorize, perform regression, classification, 

feature elimination, create association rules, and class adjustment on datasets. [26]. We performed class 

balancing using the oversampling method SMOTE with k-fold = 5 because our findings indicate that 
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this choice is the best for ML algorithm classification. The results of the difference in the number of 

classes after class balancing are shown in Table 3. 

 

Table 3. Imbalance class with SMOTE 

Class Non-SMOTE SMOTE 

No 686 686 

Yes 266 532 

Total 952 1218 

 

Table 3 shows that the application of SMOTE increases the number of classes and records. The 

number of “Yes” class increases by 50% while the “No” class remains the same. The total number of 

records increases by 27.94%. We used this dataset and divided it into 2 parts. The first part for training 

data and the second part for testing data. The percentage of training data is 80% and testing data is 20%. 

Based on our testing, this value is the best for the performance of the ML algorithm. Furthermore, we 

conducted performance testing of the ML algorithm using both SMOTE and non-SMOTE datasets. The 

testing results include accuracy, precision, and recall, which are displayed in Table 4. 

 

Table 4. Comparison performance algorithm ML with Non-SMOTE and SMOTE 

No Algorithm 
Non-SMOTE SMOTE 

Accuracy Precision Recall Accuracy Precision Recall 

1 Random Forest 0.947 0.947 0.947 0.965 0.965 0.965 

2 Neural Network 0.959 0.959 0.959 0.961 0.961 0.961 

3 Tree 0.931 0.929 0.93 0.953 0.953 0.953 

4 Gradient Boosting 0.935 0.934 0.934 0.936 0.936 0.936 

5 SVM 0.933 0.932 0.932 0.912 0.912 0.916 

6 AdaBoost 0.964 0.964 0.964 0.970 0.970 0.971 

 

Based on the data in Table 3, the performance of the ML algorithms shows varying accuracies. 

The AdaBoost algorithm consistently stands out as the best. Furthermore, the implementation of 

SMOTE has proven effective in improving the performance of the ML algorithms. The increases were 

1.8% for the Random Forest, 0.2% for Neural Network, 2.2% for Tree, 0.1% for Gradient Boosting, and 

0.6% for AdaBoost, except for SVM which decreased by 2.1%. This is because the SVM algorithm has 

a high training time, making it unsuitable for fairly large datasets. In addition, the SVM classifier does 

not work well with overlapping classes. If SVM is combined with SMOTE techniques, then SMOTE 

cannot consider the majority class when generating synthetic samples. Furthermore, this method can 

create synthetic samples among noise samples. As a result, the augmented dataset will have more noise 

than the original data, thus reducing performance. Next, we conducted a comparative analysis of the 

average values of the ML algorithms displayed in Figure 3. 

Based on the average values of accuracy, precision, and recall, the application of the SMOTE 

technique has been proven to improve accuracy by 0.6%, precision by 0.7%, and recall by 0.6%. This 

finding is in line with other research [11], This is because the SMOTE technique does not cause 

information loss. The SMOTE technique can prevent overfitting, build a larger decision area, and can 

increase the accuracy of minority class predictions. Next, we performed feature ranking using six 

selection techniques to obtain the best features in this case. 
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Figure 3. A Comparative Non-SMOTE, and SMOTE 

 

3.2. Feature Selection Evaluation 

 

Table 5. Best rank from feature selection techniques 

IG GR GD CS Relief-F FCBF 

f w f W f w f w f w f w 

RM 0.324 RM 0.323 RM 0.205 RM 546.962 PA 0.324 RM 0.483 

Ag 0.274 BpL 0.162 Ag 0.169 Ag 431.832 Ag 0.260 Ag 0.229 

BpL 0.174 Ag 0.140 BpL 0.111 Hbp 132.367 Str 0.205 Bpl 0.203 

Hbp 0.114 Hbp 0.130 Hbp 0.076 Pre 130.565 FD 0.178 FD 0.069 

FD 0.064 Pd 0.087 FD 0.043 Bpl 59.510 JF 0.132 Pre 0.043 

Str 0.061 FD 0.065 Str 0.040 FD 50.562 Bpl 0.122 Hbp 0.000 

Pre 0.042 Pre 0.041 Pre 0.028 Pd 18.701 Pre 0.116 Str 0.000 

PA 0.014 Str 0.036 PA 0.009 BM 11.686 BM 0.107 Pd 0.000 

Pd 0.012 UF 0.011 Pd 0.008 UF 11.046 Gen 0.104 UF 0.000 

UF 0.010 JF 0.007 UF 0.007 Str 10.735 RM 0.077 PA 0.000 

BM 0.010 PA 0.007 BM 0.006 PA 8.221 SS 0.072 BM 0.000 

JF 0.006 BM 0.005 JF 0.004 Alc 3.058 Sle 0.064 JF 0.000 

Sle 0.003 Alc 0.003 Sle 0.002 Gen 0.620 Hbp 0.058 Alc 0.000 

Alc 0.002 Sle 0.002 Alc 0.002 SS 0.393 Smo 0.054 Sle 0.000 

Gen 0.001 Gen 0.001 Gen 0.001 JF 0.239 Alc 0.044 Gen 0.000 

SS 0.001 SS 0.000 SS 0.000 Smo 0.180 Pd 0.016 SS 0.000 

Smo 0.000 Smo 0.000 Smo 0.000 Sle 0.009 UF 0.014 Smo 0.000 

 

We conducted feature selection using several techniques, namely Information Gain (IG), Gain 

Ratio (GR), Gini Decrease (GD), Chi-Square (CS), Relief-F, and FCBF. The result of feature selection 

is the weight (w) of the best feature (f) related to the performance of the algorithm. The best features are 

displayed in Table 5. 

Feature selection techniques produce different ranks. Feature selection using IG Technique results 

in 16 best features, and one feature “smo” has no impact on the performance of the ML algorithm. GR 
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and GD Techniques yield 15 features that have influence except for features “ss”, and “smo”. CS 

Technique results in 14 best features, and 3 features have no influence. Relief-F Technique produces 15 

best features, and FCBF technique generates 5 best features and 12 features that do not influence the 

performance of the ML algorithm. Furthermore, we conduct an evaluation of the ML algorithm's 

performance to obtain a comprehensive picture after feature selection using several techniques. The 

performance of the ML algorithm using feature selection techniques is shown in Table 6. 

 

Table 6. A Compare the accuracy of ML algorithms using feature selection 

Algorithm All Features (%) IG GR GD CS Relief-F FCBF 

Random Forest 0.965 0.968 0.967 0.967 0.963 0.964 0.894 

Neural Network 0.961 0.960 0.959 0.959 0.950 0.961 0.855 

Tree 0.953 0.955 0.944 0.944 0.948 0.947 0.876 

Gradient Boosting 0.936 0.934 0.933 0.934 0.946 0.940 0.866 

SVM 0.912 0.918 0.919 0.919 0.911 0.925 0.773 

AdaBoost 0.970 0.971 0.971 0.970 0.970 0.971 0.892 

Average 0.949 0.951 0.949 0.949 0.948 0.951 0.859 

 

The choice of feature selection techniques affects the performance of the algorithm. The 

performance of the AdaBoost algorithm consistently shows the best results, using all features and feature 

selection. The application of feature selection techniques IG, GR, and Relief-F has proven to provide an 

increase of 0.1 or 0.971, while the feature selection techniques GD, CS, and FCBF do not provide any 

contribution. Overall, the IG, and Relief-F feature selection techniques show the best results. 

Furthermore, we conducted a comparative analysis on the precision values displayed in Figure 4. 

 

 
Figure 4. A Comparison of ML algorithm performance on precision values 

 

The use of feature selection techniques in ML algorithms results in different precision. We found 

that the combination of AdaBoost algorithm + feature selection techniques (IG or Relief-F) is the best, 

while the combination of SVM + FCBF is the worst. In addition, we conducted a comparative analysis 

of recall displayed in Figure 5. 
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Figure 5. A Comparison of ML algorithm performance on recall values 

 

The comparison results in the figure above are almost the same as the comparison results in the 

previous figure, where the combination of AdaBoost + (IG, GR, Relief-F) consistently performed the 

best and SVM+FCBC performed the worst. Next, we conducted an analysis of the time required by ML 

to build the model. The time taken by the algorithms is shown in Figure 6. 

 

 
Figure 6. A Comparison of algorithm performance based on model building time 

 

The time required for ML algorithms and feature selection techniques in building models varies. 

In this case, we found that the RF algorithm, and FCBF had the best time. Although in terms of accuracy, 

precision, and recall the FCBF technique had the worst performance, in terms of time, this technique 

was the fastest. Meanwhile, the NN+GD algorithm was the worst combination. 

3.4. T-Test 

We conducted a t-test using SPSS. A t-test is a statistical test used to compare the means of two 

sets of data and determine whether the observed differences are statistically significant or simply due to 

chance. Using the t-test, we found that the independent variables that had a strong influence on the 

0 0.2 0.4 0.6 0.8 1 1.2

IG

GR

GD

CS

Relief-F

FCBF

Recall

A
lg

o
ri

th
m

AdaBoost SVM Gradient Boosting Tree Neural Network Random Forest

0 2 4 6 8 10 12 14

Neural Network

AdaBoost

Gradient Boosting

Tree

SVM

Random Forest

Time

A
lg

o
ri

th
m

FCBF Relief-F CS GD GR IG

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.4.5166


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 4, Agustus 2025, Page. 2625-2637 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.4.5166 

 

 

2634 

dependent variable (diabetes) were age and BMI. The mean for age was 46.81 and BMI was 25.90, with 

a mean of 6.48 for all variables. The standard deviations for age were 10.2, BMI 5.33, and 1.68 for all 

variables, respectively. We also tested the standard error of the mean, which was 0.049. 

3.5. Discussion 

We proposed a combination of FS techniques, and imbalance class methods on the T2DM dataset. 

We found that the combination of AdaBoost+SMOTE+(IG or Relief-F) is the best formation with an 

accuracy level of 0.971 or 97.1%. We compared this success with the results of other studies, which we 

present in Table 7. 

 

Table 7. Performance ML pada T2DM dataset 

No Authors Years Algorithm 
Accuracy 

(%) 

1 Joshi et al. [27] 2021 Logistic Regression (LR) 78.26 

2 Fazakiz et al.[28] 2021 Weighted Voting LRRFs+NB, DT, ANN 88.4 

3 Lu et al.[28] 2022 Logistic Regression, Naïve Bayes, DTree, 

Random Forest, XGBoost and ANN, k-NN, 

Support Vector Machine; 

91 

4 Rakibul et al. [29] 2023 k-NN, Random Forest (RF), SVM, DTree, 

Naïve Bayes (NB), and Histogram-Based 

Gradient Boosting (HBGB) 

90 

5 Islam et al. [30] 2023 Naïve Bayes (NB), J48, Multilayer Perceptron 

(MP), and Random Forest (RF) 
95.7 

6 Villanueva et al. 

[31] 

2023 k-NN, Bernoulli Naïve Bayes (BNB), DTree, 

Logistic Regression (LR), and SVM 
79.6 

7 Agliata et al. [32] 2023 Grid Search, ADAM optimizer, NN 86 

8 Lugner et al. [33] 2024 XGboost 90 

9 This research 2025 SMOTE+(IG/Relief-F)+AdaBoost 97.1 

 

Table 7 shows that the approach we used performs better. We employed different approaches in 

conducting a comparative analysis of ML algorithms using a combination of over-sampling techniques 

(SMOTE), feature selection techniques, and classification algorithms. We found that the application of 

SMOTE+AdaBoost+(IG or Relief-F) consistently demonstrated the best performance. This result is 

expected to contribute new findings to ML science in the context of T2DM dataset classification. 

Strategies for handling class imbalance and feature selection should be an integral part of the medical 

classification system development pipeline, as they can affect the interpretability and overall detection 

accuracy. 

4. CONCLUSION 

Based on the results of the comparative analysis that has been conducted, it can be concluded that 

class balancing in the T2DM Dataset impacts the performance of the ML classification model. The 

SMOTE balancing technique has been proven effective in improving algorithm performance. Although 

not significant, accuracy increased by 0.6%, precision by 0.7%, and recall by 0.6%. The AdaBoost 

algorithm consistently provides the best results with an accuracy of 97%. 

In addition, we performed feature selection using six techniques namely IG, GR, GD, CS, Relief-

F, and FCBF to select features that have the highest weight correlation with the class. From the feature 

selection, we found differences. The feature selection using the IG technique resulted in 16 best features 
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and one feature “smo” had no impact on the performance of the ML algorithm. The GR and GD 

techniques produced 15 features that had an impact except for the features “ss” and “smo”. The CS 

technique yielded 14 best features and 3 features had no impact. The Relief-F technique resulted in 15 

best features, and the FCBF technique generated 5 best features and 12 features that had no impact on 

the performance of the ML algorithm. Based on the selected features, we conducted an evaluation of the 

ML algorithm to obtain comprehensive information on the performance of the algorithm. 

The results of the evaluation of the T2DM dataset, which has undergone feature selection and 

class balancing, show that the combination of the AdaBoost algorithm + (IG or Relief-F) consistently 

performs the best. Additionally, we evaluated the precision values. We found that the combination of 

the AdaBoost algorithm + feature selection techniques (IG or Relief-F) remain the best, while the 

combination of the SVM algorithm + FCBF is the worst. Furthermore, we conducted a comparative 

analysis of the recall values. The evaluation results indicate that the combination of the AdaBoost 

algorithm + (IG, GR, Relief-F) consistently ranks the best, while SVM + FCBC ranks the worst. In 

addition, we conducted a comparison of the time taken by the ML algorithms in building the models. 

Based on the comparison results, we found that the Random Forest and FCBF algorithms have the best 

time. Although in terms of accuracy, precision, and recall the FCBF technique performed poorly, in 

terms of time, this technique was the fastest. Meanwhile, the NN+GD algorithm was the worst 

combination. 

Strategies for handling class imbalance and feature selection must be an integral part of the 

pipeline for developing medical classification systems, as they can affect the interpretability and overall 

accuracy of detection. Although this research successfully demonstrates an improvement in the 

performance of type 2 diabetes classification models through the application of feature selection 

techniques and class balancing, there are several limitations that need to be noted. First, the availability 

and diversity of data pose a major challenge. The dataset used is sourced from one or several public 

repositories with a limited number of samples, which may not be representative of the global population. 

This can affect the generalization of the model when applied to data from clinically different 

demographic or geographic environments. Further research is recommended to evaluate the 

effectiveness of other imbalance handling techniques such as ensemble-based sampling or cost-sensitive 

learning, as well as to apply these approaches to larger and more complex clinical datasets. 
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