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Abstract 

Air pollution is a major public health concern, creating the need for accurate and interpretable Air Quality Index 

(AQI) classification models. This study aims to classify AQI into three categories—Good, Moderate, and 

Unhealthy—using Multinomial Logistic Regression (MLR) with feature selection. The dataset, obtained from public 

monitoring stations in Jakarta between 2021 and 2024, initially contained 4,620 daily records. After cleaning and 

outlier removal, 3,586 valid samples remained, from which 900 balanced records (300 per class) were selected for 

modeling. Key features included PM₁₀, PM₂.₅, SO₂, CO, O₃, and NO₂, which were standardized using Max 

Normalization to ensure uniform feature scaling. The classification process applied k-fold cross-validation (k = 2–

5), and performance was assessed using accuracy and Macro F1-score. Results show that including PM₂.₅ improves 

performance by about 10%, with the best outcome at k = 5 (accuracy = 91.67%, Macro F1 = 91.45%). These findings 

confirm PM₂.₅ as a decisive feature for AQI prediction and demonstrate that MLR provides a lightweight, transparent, 

and computationally efficient solution. Beyond environmental health, the contribution of this work lies in advancing 

data-driven decision support systems in Informatics, particularly for real-time monitoring and policy applications.  

 

Keywords : Air quality index, Classification, Data mining, K-fold cross validation, Multinomial logistic 

regression. 
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1. INTRODUCTION 

Air pollution in a given location is closely associated with various adverse health effects. The 

standard reference used to measure pollutant concentrations is known as the Air Quality Index (AQI), 

or ISPU in Indonesian [1]. Air pollution is a complex mixture of gases and particles originating from 

anthropogenic activities (such as transportation and industrial processes) as well as natural sources (such 

as windblown dust, sea salt spray, and emissions) and the chemical composition of pollutants varies 

depending on geographical location and time [2]. In line with global economic development, rapid 

growth has frequently been accompanied by worsening air pollution, which in turn generates substantial 

health burdens. Empirical evidence shows that economic growth is closely linked to environmental 

degradation, and the resulting pollution significantly increases healthcare expenditures, highlighting a 

persistent trade-off between development gains and public health costs [3]. In the early stages of 

economic expansion, this pattern is further reinforced by a surge in energy demand, largely driven by 

fossil fuels such as coal and oil, which intensify pollutant emissions and place additional strain on 

environmental and health systems [4]. Air pollution exposure, both short- and long-term, has direct 

adverse impacts on public health and is causally linked to increased mortality risks, even at pollutant 

levels below national standards [5]. Ambient air pollution is now recognized as one of the leading global 

risk factors for premature death and years of life lost, surpassing the impact of HIV/AIDS, parasitic 
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diseases, infectious illnesses, violence, and even cigarette smoking [6]. According to the World Health 

Organization (WHO), air pollution poses a serious environmental threat to human health and contributes 

to climate change. It is estimated that around 7 million deaths annually are attributable to air pollution, 

primarily due to respiratory and cardiovascular diseases [7]. Recognizing the critical role of air quality 

and its impact on public health, the Ministry of Home Affairs of Indonesia issued Instruction No. 2 of 

2023 on Air Pollution Control in the JABODETABEK Area as an official response to address the 

escalating air pollution problem in the region [8]. It has been reported that air pollution not only harms 

public health but also poses strategic risks to national defense readiness. This is primarily due to the 

deterioration of soldiers’ physical fitness [9]. 

Given the significant impact of air quality on public health and the environment, it is essential to 

monitor and determine AQI categories rapidly and accurately. With the continuous increase in AQI data 

across regions, there is a pressing need for decision-making tools capable of handling large and 

expanding volumes of data. Classification methods provide an effective solution in addressing this 

challenge. In the context of machine learning, classification generally involves two main phases: training 

and validation. The training phase aims to construct a predictive model using labeled input data, while 

the validation phase evaluates its performance in producing accurate predictions [10]. The application 

of classification techniques for AQI analysis not only accelerates data interpretation, but also supports 

the development of early warning systems and predictive models for identifying potential air pollution 

events in specific locations. 

Several studies across different domains have demonstrated the robustness and flexibility of 

Multinomial Logistic Regression (MLR) in handling multiclass classification tasks, particularly when 

dealing with structured, high-dimensional, or domain-specific data. The classification process using the 

Multinomial Logistic Regression (MLR) algorithm has been previously examined in a study by [11], 

applied Multinomial Logistic Regression (MLR) to classify Air Quality Index (AQI) levels into eight 

categories using data from 145 observations containing PM2.5 and PM10 values. The AQI classes were 

derived based on Sturges’ rule, and the model achieved a classification accuracy of 83.75%. Similarly, 

[12] applied MLR to identify the critical parameters of the ISPU using meteorological factors such as 

wind direction, air temperature, humidity, and rainfall, showing that several meteorological variables 

significantly influenced the dominant pollutant with an overall classification accuracy of 53%. These 

studies highlights the effectiveness of MLR in handling multiclass classification problems for 

environmental monitoring, particularly air quality prediction. Building on this, a subsequent study by 

[13], further demonstrated the effectiveness of MLR in a different domain, clinical outcome prediction 

for colorectal cancer. Using high-dimensional omics and clinical data from 589 patients, MLR was used 

to classify patients into four distinct outcome categories. Notably, the model achieved an accuracy of 

85.5%, outperforming Random Forest in terms of precision, recall, and F1 score. Further supporting the 

robustness of MLR, [14] proposed a multinomial logistic regression algorithm to classify patients with 

parkinsonian disorders in three classes based on FDG-PET brain imaging data. The model achieved 

ROC AUC values of up to 0.95, confirming its effectiveness in multiclass classification without relying 

on healthy controls. 

Given the demonstrated effectiveness of MLR across diverse domains, this work implements the 

approach to assess and categorize AQI into three simplified categories: Good, Moderate, and Unhealthy. 

Unlike previous studies that often relied on fine-grained AQI scales or complex machine learning 

models, this research contributes by explicitly incorporating PM₂.₅ as a critical feature and simplifying 

the classification scheme to enhance interpretability and enable real-time deployment in Jakarta’s urban 

monitoring context. The classification model is developed using a set of key air pollutant features that 

are commonly monitored in urban environments, namely particulate matter (PM₁₀ and PM₂.₅), sulfur 

dioxide (SO₂), carbon monoxide (CO), ozone (O₃), and nitrogen dioxide (NO₂). To ensure reliable model 

https://jutif.if.unsoed.ac.id/


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 5, October 2025, Page. 3265-3279 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.5.5155 

 

 

3267 

evaluation, we implement K-fold Cross-validation (K-fold CV), enabling robust assessment across 

multiple partitions. Additionally, the study explores feature selection by comparing two experimental 

scenarios: one using PM₂.₅, and the other excluding it. This allows us to evaluate the contribution of 

PM₂.₅ to overall classification performance. The final evaluation considers two key performances: 

accuracy and the F1 score, providing a more comprehensive measure of both overall correctness and the 

model's ability to balance precision and recall across the classes. The potential contribution of this 

research lies in demonstrating that MLR can deliver accurate, interpretable, and computationally 

efficient performance for AQI classification, even when constrained to fewer input features and 

simplified class definitions. The findings are expected to support the development of feature-aware early 

warning systems and real-time monitoring tools, particularly useful in urban environments and data-

limited regions. 

2. METHOD 

This research was designed and carried out through a series of well-structured and sequential 

stages, with the aim of achieving the expected outcomes as formulated by the authors. Each phase of the 

study was developed in accordance with scientific principles, ensuring that the research process remains 

systematic, logical, and academically sound. To provide a clearer overview of how the study was 

conducted from start to finish, a visual representation of the research workflow has been prepared in 

Figure 1. 

 

 
Figure 1. Research Workflow 

 

Figure 1 illustrates the main steps involved in the research process, starting from data collection 

and pre-processing, through model development and evaluation. Detailed workflow of data acquisition, 

pre-processing, modeling, and evaluation stages. The core of the methodology lies in data pre-

processing, which consists of two main procedures: data cleaning (removing missing values and 

outliers) and data transformation (applying max normalization to standardize feature scales). Following 

pre-processing, the dataset is subjected to K-fold cv combined with multinomial logistic regression 

modeling, the chosen classification algorithm for predicting AQI categories. Finally, model evaluation 

is conducted to assess the performance of the proposed approach using accuracy and Macro F1-score as 

the primary evaluation metrics. 
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2.1. Data Collection 

The study’s dataset was acquired through a public web-based source 

https://satudata.jakarta.go.id/open-data where the data can be accessed using the keyword tag “ISPU” 

in the search feature, which provides publicly accessible datasets on the AQI in the DKI Jakarta region, 

and was issued by the Environmental Agency of the DKI Jakarta Provincial Government. The dataset 

covers the period from 2021 to March 2024 and consists of a total of 4,620 raw daily records collected 

from monitoring stations. The regulation governing the AQI in Indonesia [15] is outlined in Regulation 

No. P.14/MENLHK/SETJEN/KUM.1/7/2020, issued by the Ministry of Environment and Forestry. This 

regulation establishes the updated AQI scale and classification thresholds, as summarized in Table 1. 

 

Table 1. AQI Scale and Categories 

AQI Range Color Code Category 

1 - 50 Green Good 

51 – 100 Blue Moderate 

101 – 200 Yellow Unhealthy 

201 – 300 Red Very Unhealthy 

≥301 Black Hazardous 

 

Table 1 presents the current AQI ranges defined in the latest regulation, showing the threshold 

limits for each category. It replaces the previous regulation, No. 45 of 1997, by introducing two 

additional pollutant parameters: particulate matter (PM₂.₅) and hydrocarbons (HC). These additions were 

made in recognition of the significant health impacts associated with both PM₂.₅ and HC exposure. In 

line with this regulatory update, the present study aims to evaluate and compare the classification 

performance measured by accuracy and F1 score between two training scenarios: one that includes the 

PM₂.₅ feature in the dataset and one that excludes it. This comparison is intended to explore whether the 

inclusion of PM₂.₅ aligns with its recognized public health importance. Due to limitations in the available 

dataset, which only includes PM₂.₅ as the newly added parameter and lacks hydrocarbon (HC) data, the 

experimental focus is restricted solely to PM₂.₅. While this limitation does not invalidate the findings, it 

may introduce a potential bias since HC is a recognized pollutant contributing to air quality degradation 

and is included in several recent regulatory frameworks. The absence of HC could slightly reduce the 

comprehensiveness of the classification results, particularly in capturing the full spectrum of air 

pollution sources. Nevertheless, the selected features (PM₁₀, PM₂.₅, SO₂, CO, O₃, and NO₂) remain the 

primary determinants of air quality and are sufficient to ensure the robustness of the classification 

outcomes. Moreover, the classification output in this study is limited to three AQI categories Good, 

Moderate, and Unhealthy as the dataset does not contain sufficient samples or thresholds to support 

more detailed class distinctions defined in the official AQI regulation. 

2.2. Pre-processing 

Pre-processing is a crucial initial step in preparing raw data for modeling or further analysis. Raw 

data is often unsuitable for direct use due to the presence of noise, missing values, inconsistent formats, 

or other irregularities that can negatively impact model performance. Effective and efficient 

classification outcomes largely rely on the preprocessing techniques used during data preparation [16]. 

To address these issues and maximize the utility of the data, several pre-processing techniques are 

typically applied. These include data selection, data cleaning, and data transformation, which may vary 

depending on the specific objectives and requirements of the study. 

Data selection involves identifying and excluding irrelevant or non-informative features that do 

not contribute meaningfully to the model, and in some cases, may even degrade its performance. 

https://jutif.if.unsoed.ac.id/
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Data cleaning focuses on reducing errors, inconsistencies, and irrelevant entries. This includes 

removing missing values such as nulls, blanks, or improperly formatted entries that may hinder the 

learning process. Another important aspect of cleaning is outlier detection, which helps address 

imbalances in data distribution. Outliers can distort model learning by concentrating the data within 

narrow value ranges and limiting generalization. One commonly used method for detecting outliers is 

the Mean-standard Deviation technique, which treats values falling outside a specified range as 

anomalies [17]. This method allows for the exclusion of potentially harmful data points, improving 

classification model robustness. The formulation of the mean-standard deviation method is presented in 

(1). 

𝑅𝑎𝑛𝑔𝑒 = 𝑚𝑒𝑎𝑛 ± 3 × 𝑠𝑡𝑑. 𝑑𝑒𝑣 (1) 

The transformation of data ensures that raw inputs become standardized and coherent, 

meaningful, and machine-readable format, allowing it to be effectively processed by data mining or 

machine learning algorithms. One commonly used approach within this process is normalization, which 

aims to reduce scale differences among features and improve computational efficiency. Significant 

differences in feature scales may cause features with larger numeric values to overshadow those with 

smaller ones. Data normalization is applied to minimize this bias and ensure that all features contribute 

equally to the classification process [18]. Among the various normalization techniques, Max 

Normalization is a widely applied method. It works by dividing each value in a feature by the maximum 

value of that same feature, effectively mapping all values to a standardized range between 0 and 1. This 

transformation ensures that all features contribute proportionally to the learning process. The 

mathematical formulation of Max Normalization is presented in (2). 

𝑥𝑖
∗ =

𝑥𝑖

𝑥𝑚𝑎𝑥
 (2) 

Where xi is the original value, xmax is the maximum value of the feature, and 𝑥𝑖
∗ is the result of the 

normalization.  

This method is considered simple and computationally efficient, making it suitable for data pre-

processing tasks. Its effectiveness is further enhanced when applied after prior outlier detection and 

removal, as the performance of Max Normalization tends to improve significantly when extreme values 

have been eliminated. By reducing the influence of outliers, the remaining data can be more evenly 

distributed within the normalized range, allowing for a more balanced representation across features. 

2.3. Data Mining 

Data mining constitutes a methodical inquiry into large bodies of data, whereby investigators 

interrogate the information from multiple vantage points in order to detect anomalies, recurring 

structures, and interdependencies among the data points. The outcome of this analytic labor is the 

formulation of substantive insights that not only inform the construction of predictive models but also 

provide a sound empirical foundation for strategic planning and decision-making processes. This 

highlights the essential role of data mining in transforming data into actionable insights through pattern 

recognition and predictive modelling [19]. In recent years, data mining techniques have gained 

widespread application across numerous fields including the tourism sector owing to their capacity to 

reveal intricate and hidden patterns within high-volume data. Unlike traditional statistical methods, data 

mining is particularly effective at detecting non-linear and multi-dimensional relationships that might 

otherwise go unnoticed [20]. In this study, data mining techniques were employed to uncover hidden 

and underlying patterns within air quality datasets, enabling a more systematic and evidence-based 

classification of air quality levels. Following the process, this study proceeds to the classification stage 
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using the MLR algorithm, with performance evaluation conducted through K-fold CV to ensure 

generalizability and robustness of the model. 

The MLR model is a statistical model used to predict the outcome of a categorical dependent 

variable with more than two levels. It estimates the probability of each possible outcome of the 

dependent variable as a function of the independent variables [21]. In this context, MLR is appropriate 

for modeling classification tasks such as air quality levels, where the output class falls into discrete 

categories like Good, Moderate, and Unhealthy. Mathematically, the MLR model estimates the 

probability of a given class i for an observation k based on a set of predictor variables Xj using the 

following equation (3). 

𝑃𝑘(𝑌 = 𝑖|𝑋) =
𝑒

𝑎𝑖+∑ 𝛽𝑖𝑗𝑋𝑗
𝐽
𝑗=1

∑ 𝑒
𝑎𝑐+∑ 𝛽𝑐𝑗𝑋𝑗

𝐽
𝑗=1𝐶

𝑐=1

 (3) 

Where Pk (Y=i|X) is the probability that observation k belongs to class i, αi is the intercept term 

for class i, βij represents the coefficient for feature j in clas i, Xj denotes the value of the j-th predictor, 

and C is the total number of classes. 

During the model evaluation stage, K-fold Cross Validation offers an effective strategy for 

assessing predictive performance across different data partitioning scenarios. In this method, the dataset 

is systematically divided into training and testing subsets, where each partition or fold is used once as 

the validation set while the remaining folds serve as the training set. This approach helps address 

variations in accuracy that often arise due to differing data splits or sequence order during training. By 

applying K-fold CV, the dataset is evenly distributed across k iterations, ensuring that each subset is 

utilized as the testing set exactly once [22]. Example of K-fold CV splitting process illustrating training 

and testing sets is shown in Figure 2. 

 

 
Figure 2. Illustration of K-fold CV 

 

Figure 2 illustrates the general process of K-fold cv iteration, the number of iterations corresponds 

to the number of folds specified at the beginning of the process. For example, in the first iteration, the 

first fold acts as the test set while the remaining folds constitute the training set. In the second iteration, 

the second fold is used for testing, and so on this cycle continues until all folds have been used for 

validation. In many studies, common choices for k are 5 or 10, as these values offer a reasonable trade-

off between bias, variance, and computational cost. Using a smaller number of folds (e.g., k = 2 or k = 

3) can result in unstable models due to the limited size of the training data in each iteration, leading to 

higher variance and less generalizable outcomes. On the other hand, larger values (e.g., k = 10) tend to 

provide more stable results because each training set is larger, but this comes at the cost of increased 
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computation time, as more iterations are required. In this study, 5-fold Cross Validation is adopted as a 

balanced choice. It offers sufficient training data per fold while avoiding excessive computational 

burden, and is generally capable of producing evaluation results that are comparable in quality to those 

from higher fold values, making it both efficient and reliable. 

2.4. Model Evaluation 

Class balancing is a technique that aims to adjust the distribution of imbalanced data samples 

across different class labels before they are used to train a predictive model. Class imbalance frequently 

occurs in real-world datasets, where the majority class significantly outnumbers the minority class [23]. 

To address this issue, stratified selection and other balancing strategies are applied to improve 

classification accuracy across all classes and to reduce bias caused by imbalance. Since training on 

skewed data can result in unfair or distorted predictions, adopting class balancing ensures that each class 

is more equally represented, allowing all instances to contribute fairly to the learning process [24], [25]. 

To overcome the problem of class imbalance, several methods can be applied, one of the most common 

being undersampling. This technique reduces the number of majority class samples to achieve a more 

balanced class distribution. Essentially, undersampling is the process of reducing the number of 

instances in the majority class [26]. Compared to other balancing methods, undersampling provides 

notable advantages: it avoids the increase in dataset size that often occurs in oversampling, thereby 

reducing the risk of overfitting, and it significantly improves computational efficiency by shortening 

training time [27]. The approach is utilized to redistribute the dataset proportionally across the three 

target classes Good, Moderate, and Unhealthy to ensure that the classification model can learn more 

effectively from each category. 

In this study, the performance of the model is evaluated using two key metrics: accuracy, as 

defined in Equation (4) [28], and the Macro F1-score, as defined in Equation (5). These indicators 

provide a comprehensive assessment of classification quality. Since the dataset employed in this 

research is balanced, the Macro F1-score is particularly well-suited, as it captures performance equally 

across all classes without being biased toward any specific class frequency [29]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (4) 

𝑀𝑎𝑐𝑟𝑜 𝐹1 =
1

𝑁
∑ 𝐹1𝑖

𝑁
𝑖=1  (5) 

Accuracy is a metric used to measure the percentage of correct predictions out of the total number 

of instances. In contrast, the F1-score, as presented in Equation (8), represents the harmonic mean of 

precision, as defined in Equation (6), and recall, as defined in Equation (7), thereby providing a single 

comprehensive measure that balances both metrics in evaluating classification performance. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (7) 

𝐹1 =
2.𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (8) 

While precision reflects the proportion of correctly predicted positive cases among all predicted 

positives [30], and recall indicates the proportion of correctly identified positives among all actual 

positives [31], the F1-score captures both aspects in a single value. To evaluate multiclass classification 

tasks more comprehensively especially when class distributions are balanced the Macro F1-score is 
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commonly used. It calculates the F1-score for each class independently and then takes their unweighted 

average, providing an equal emphasis on all classes regardless of their sample size. 

3. RESULT 

3.1. Data 

The initial raw dataset contained 4,620 records, but a substantial number of them included missing 

values, inconsistent formats, and irrelevant features that were not suitable for this research. These issues 

could significantly affect the model’s evaluation performance; therefore, appropriate preprocessing 

measures were necessary to ensure data quality and integrity. The first step in addressing these issues 

was feature selection, aimed at identifying the most relevant attributes to be used in the modeling 

process. Description of selected features used for AQI classification is presented in Table 2. 

 

Table 2. Feature Selection and Description 

Feature Data Type Used 

periode_data int  No 

tanggal str No 

pm_10 int Yes 

pm_2,5 int Yes 

co Int Yes 

o3 int Yes 

max int No 

critical str No 

categori str Yes 

lokasi_spku str No 

 

Table 2 presents the description of all features contained in the raw dataset to be processed in this 

study. The original data were stored in multiple .csv files, separated by month. These files were 

consolidated into a single .xlsx file using Microsoft Excel, based on the selected features listed in Table 

2: PM₁₀, PM₂.₅, SO₂, CO, O₃, and NO₂. These features were chosen not only for their direct relevance to 

air quality assessment but also because they represent the primary factors influencing air quality. Other 

features beyond these were considered irrelevant or redundant, and their inclusion could potentially 

degrade the performance of the classification model. 

The second step was data cleaning, which included the processes of removing missing values and 

eliminating outliers. Records with missing values defined as those lacking entries in one or more selected 

features were excluded from the dataset. As a result, 879 records were removed during this stage. 

Examples of data categorized as missing values are shown in Table 3. 

 

Table 3. Example of Missing Value Data 

pm_10 pm_2,5 so2 co o3 no2 

57 
 

  21  23  36 16 

15 
 

16 5 20 --- 

28 
 

19 11 28 --- 

67 85 26 N/A 7 5 

57 74 25 N/A 8 5 

 

Table 3 above shows several samples categorized as missing values, where a data row contains 

an empty entry or even an incorrect format that should not be present in the corresponding feature, and 

thus is intended to be removed. Outliers were treated as anomalous entries in the dataset. To identify 
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them, the mean-standard deviation method was applied, which calculates the upper and lower thresholds 

for each feature to define the acceptable data range. These calculated ranges are shown in Table 4. 

 

Table 4. Upper and Lower Outlier Boundaries 

The Upper Bound Feature The Lower Bound  

98,806 pm_10  7,280 

146,71 pm_2,5 5,898 

78,819 so2 -0,828 

31,800 co -6,343 

84,368 o3 -21,839 

57,292 no2 -14,753 

 

Table 4 shows the upper and lower thresholds for each feature. Accordingly, any feature row with 

a value outside the defined upper and lower limits is directly considered an outlier. Based on this method, 

155 records were identified as outliers and subsequently eliminated. After completing the data cleaning 

process, a total of 3,586 valid records remained. The distribution of instances across the target classes 

was as follows: 304 records for the Good class, 2,857 records for Moderate, and 425 records for 

Unhealthy. 

The final step in the data pre-processing stage involved data transformation, specifically through 

the application of Max Normalization. This method scales all feature values to a standardized range 

between 0 and 1 by dividing each value by the maximum value of its respective feature. The results of 

the normalization process are presented in Table 5. 

 

Table 5. Example of Max Normalization 

Feature 
Before  

Max Normalization 

After 

Max Normalization 

pm_10 21  0,2234 

pm_2,5 33 0,2260 

so2 50 0,6494 

co 4 0,1290 

o3 16 0,1905 

no2 3 0,0526 

 

Table 5 above refers to an example of applying max normalization to the values of a single data 

row based on the highest value of each respective feature. From the total of 3,586 cleaned records, a 

subset of 900 records was selected to ensure balanced class representation, consisting of 300 instances 

each for the Good, Moderate, and Unhealthy categories. This selection was made by applying 

undersampling to prevent issues caused by class imbalance, which can lead to biased model training, 

reduced predictive performance for minority classes, and an overall decrease in classification accuracy. 

The final dataset of 900 records was then converted into a .csv file format to facilitate ease of 

implementation in subsequent modeling procedures. 

3.2. Classification and Model Evaluation 

To facilitate a clearer understanding of this study, the testing scenarios are organized into several 

experiments, as presented in Table 6. 

Table 6 summarizes the entire sequence of experimental scenarios conducted in this study, 

including the number of k-folds used and the features incorporated.  
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Table 6. Research Scenario 

Experiment K-fold CV Feature Selection 

1 2 PM10, PM2.5, SO2, CO, O3 and NO2 

2 3 PM10, PM2.5, SO2, CO, O3 and NO2 

3 4 PM10, PM2.5, SO2, CO, O3 and NO2 

4 5 PM10, PM2.5, SO2, CO, O3 and NO2 

5 2 PM10, SO2, CO, O3 and NO2 

6 3 PM10, SO2, CO, O3 and NO2 

7 4 PM10, SO2, CO, O3 and NO2 

8 5 PM10, SO2, CO, O3 and NO2 

 

The model evaluation process was carried out using Python-based libraries from Scikit-learn to 

test all experimental scenarios. The main source code used to execute all scenarios presented in Table 6 

can be seen in Figure 3.  

 

 
Figure 3. Source Code (python) for Model Evaluation 

 

Figure 3 above illustrates the entire process, where the classification using MLR is implemented 

on line 19 of the source code, followed by k-fold cross-validation modeling on line 22 using folds of 2, 

3, 4, and 5. The evaluation results are then obtained through the calculation of accuracy and macro F1-

score, presented on lines 39 and 40, respectively. The complete results from all experimental iterations 

are summarized in Table 7. 

 

Table 7. Experimental Result 

Experiment Accuracy % Precision % Recall % Macro F1-score % 

1 89,22  89,47  89,57   88,86 

2 90,78 91,18 90,91 90,54 

3 91,44 91,67 91,63 91,19 

4 91,67 91,97 91,89 91,45 

5 79,78 80,15 80,60 78,98 

6 80,78 80,63 81,18 80,12 

7 81,11 80,84 81,54 80,41 

8 81,67 81,24 81,91 81,04 
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Table 7 presents the overall results of the experiments conducted. Experiments 1 through 4 were 

performed using the PM₂.₅ feature, while experiments 5 through 8 were conducted without it. These two 

major scenarios yield their best representations in experiments 4 and 8, which achieved the highest 

accuracy and macro F1-score in their respective groups. To summarize and facilitate the interpretation 

of the experimental results, a graphical visualization of the evaluation metrics comparison is presented 

in Figure 4. 

  

 
Figure 4. Comparison of Evaluation Matrics 

 

Figure 4 illustrates a contrasting comparison between the two main scenarios in this study, namely 

with and without the inclusion of the PM₂.₅ feature. The upper part represents all experiments involving 

PM₂.₅, while the lower part shows those conducted without it. The results clearly demonstrate that the 

inclusion of PM₂.₅ significantly influences the final outcomes, improving accuracy by approximately 10 

percent. This comparison is evident from the representative best-performing experiments under each 

scenario, namely Experiment 4 and Experiment 8. The confusion matrix comparison between these two 

experiments is illustrated in Figure 5. 

 

 
Figure 5. Comparison Between Confusion Matrix Experiment 4 (left) and 8 (right) 
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Figure 5 presents a comparison between the confusion matrices of Experiment 4 (left) and 

Experiment 8 (right). The results indicate that Experiment 4, which includes the PM₂.₅ feature, 

demonstrates a more balanced classification across categories, achieving higher accuracy overall. In 

contrast, Experiment 8, which excludes PM₂.₅, shows a noticeable decline in classification performance, 

particularly in distinguishing the Moderate and Unhealthy classes. 

4. DISCUSSION 

This study highlights the classification performance by comparing accuracy and macro F1-scores 

across experimental scenarios of PM2.5 feature selection using Multinomial Logistic Regression (MLR). 

The analysis demonstrates that including the PM2.5 feature significantly improves classification results, 

confirming its importance in predicting AQI categories. Furthermore, this research was motivated by 

the need to examine the relationship between the latest AQI regulations in Indonesia and whether the 

classification outcomes are consistent with current policy, particularly regarding the role of PM2.5 as a 

critical parameter in air quality assessment. 

The performance results obtained using the K-fold cross-validation technique with varying values 

of k (folds) are presented in Table 6 in the previous section. The research scenarios were divided into 

two major scenarios: Experiments 1 to 4, which included the PM2.5 feature, and Experiments 5 to 8, 

which excluded the PM2.5 feature. The overall results of all experiments are summarized in Table 7. 

The best performance was achieved in Experiment 4 with k = 5, yielding an accuracy of 91.67% and a 

macro F1-score of 91.45%, representing the scenario that included the PM2.5 feature. In contrast, for 

the experiments without the PM2.5 feature, the best performance was obtained in Experiment 8, with 

an accuracy of 81.67% and a macro F1-score of 81.04%. 

These findings demonstrate that the choice of k directly influences the final performance, with k 

= 5 producing the most optimal results across both major scenarios of this study. However, Peryanto et 

al. (2020) [20] reported that the best performance was achieved with k = 3 despite also testing k = 5. 

This suggests that the optimal number of folds may vary depending on the classification algorithm and 

methodology applied. Nevertheless, using k = 5 generally provides a reliable balance between bias and 

variance, and is therefore sufficient to determine the most appropriate fold configuration in this study. 

In the context of algorithmic comparison, when compared to the previous study by Irjayana et al. 

(2025) [1], the Naïve Bayes algorithm achieved an accuracy of 93%, which is slightly higher than the 

result obtained in this study, with a difference of approximately 3%. Nevertheless, this indicates that 

MLR remains a reliable method for achieving good performance in AQI classification tasks. 

In terms of feature selection, this study provides a significant contribution to previous research 

employing the MLR algorithm. Pratiwi et al. (2024) [10] utilized meteorological variables (wind 

direction, temperature, humidity, rainfall, and wind speed) to identify critical ISPU parameters, but the 

classification accuracy achieved was only 53%. Meanwhile, Ali et al. (2022) [9] reported an accuracy 

of 83.75% by using limited pollutant features, namely PM₁₀ and PM₂.₅, to classify air quality index 

levels. These findings suggest that expanding the set of relevant features can enhance predictive 

performance. Accordingly, this study incorporates PM₁₀, PM₂.₅, SO₂, CO, O₃, and NO₂, resulting in a 

classification accuracy of 91.67%. Thus, the contribution of this study lies in demonstrating the 

importance of representative feature selection for air quality assessment while reinforcing the 

effectiveness of MLR in environmental monitoring. 

In addition to confirming the relevance of regulations related to PM₂.₅ inclusion, the findings of 

this study also have a number of practical implications. The simplicity and interpretability of the MLR 

model make it suitable for application in real-time monitoring systems, particularly in the form of public 

dashboards or mobile applications that require quick but transparent decisions. MLR provides 
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coefficients that can be directly understood by policymakers and environmental agencies, thereby 

facilitating evidence-based decision-making. 

Nevertheless, the findings of this study are still limited to data from DKI Jakarta, so generalizing 

the results to other regions with different pollution characteristics and seasonal variations needs to be 

further tested, for example through time series analysis and temporal validation. From a public health 

perspective, the approximately 10% increase in accuracy by including PM₂.₅ is significant, because 

classification errors can lead to inaccurate estimates of exposure risk for the population. Therefore, 

future research directions should focus on expanding the scope of datasets, exploring broader feature 

sets, and refining computational strategies to ensure that the proposed approach remains robust and 

adaptable in diverse real-world contexts. 

5. CONCLUSION 

Classification results reveal that Multinomial Logistic Regression (MLR), when combined with 

feature selection and k-fold cross-validation, provides an effective and computationally efficient 

approach for Air Quality Index (AQI) classification. The best performance was achieved at k = 5, with 

an accuracy of 91.67% and a macro F1-score of 91.45% when PM₂.₅ was included, compared to only 

81.67% accuracy and 81.04% macro F1-score without it. This nearly 10% improvement highlights the 

decisive role of PM₂.₅ both as a regulatory indicator and a predictive feature. Beyond environmental 

health, these findings also emphasize the value of MLR as a lightweight and interpretable model for 

Informatics, particularly in decision support systems that require real-time and transparent outputs. From 

a computer science perspective, the contribution of this work lies in advancing computational modeling 

strategies that balance predictive accuracy with interpretability, offering a scalable method applicable 

to data-driven policy and public applications. Future research should expand this framework by applying 

larger and more diverse datasets across multiple regions, integrating broader feature sets such as 

hydrocarbons and meteorological variables, and extending the classification scheme to include Very 

Unhealthy and Hazardous categories. Furthermore, it is essential to compare MLR with other 

algorithms, including traditional methods such as Support Vector Machine (SVM) and Random Forest, 

as well as modern approaches like ensemble methods and deep learning. Such comparisons would 

improve robustness and generalizability, while also strengthening the role of computational informatics 

in building adaptive and accurate decision support systems for real-time air quality monitoring. 
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