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Abstract 

Speech Emotion Recognition (SER) is a subfield of affective computing that focuses on identifying human emotions 

through voice signals. Accurate emotion classification is essential for developing intelligent systems capable of 

interacting naturally with users. However, challenges such as background noise, overlapping emotional features, and 

speaker variability often reduce model performance. This study aims to develop a lightweight hybrid SER model by 

combining Mel-Frequency Cepstral Coefficients (MFCC) as feature representations with three machine learning 

algorithms: Support Vector Machine (SVM), Decision Tree (DT), and K-Nearest Neighbors (KNN). The 

methodology involves audio data preprocessing, MFCC-based feature extraction, and classification using the selected 

algorithms. The RAVDESS dataset, consisting of 1,440 English-language audio samples across four emotions 

(happy, angry, sad, neutral), was used with an 80/20 train-test split to ensure class balance.. Experimental results 

show that the KNN model achieved the highest performance, with an accuracy of 78.26%, precision of 85.09%, recall 

of 78.26%, and F1-score of 77.06%. The Decision Tree model produced comparable results, while the SVM model 

performed poorly across all metrics. These findings demonstrate that the proposed hybrid approach is effective for 

recognizing emotions in speech and offers a computationally efficient alternative to deep learning models. The 

integration of MFCC features with multiple machine learning classifiers provides a robust framework for real-time 

emotion recognition applications, especially in environments with limited computing resources. 

 

Keywords : Affective Computing, Audio Classification, Decision Tree, K-Nearest Neighbors, MFCC, Speech 
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1. INTRODUCTION 

Speech Emotion Recognition (SER) is a branch of emotional computing that focuses on the 

identification and classification of human emotions through voice signals. Emotions play a significant 

role in interpersonal communication, and the ability of computational systems to recognize these 

emotions enables more intelligent, empathetic, and human-like interactions between humans and 

machines [1], [2], [3]. SER technology typically employs feature extraction techniques such as Mel-

Frequency Cepstral Coefficients (MFCC), pitch, and chroma to capture the acoustic and emotional 

patterns present in speech. MFCC is among the most commonly used features due to its ability to 

efficiently represent the spectral characteristics of the human voice. The implementation of SER 

technology spans multiple domains, including voice-based customer service systems, adaptive virtual 

assistants, learning systems that respond to students’ emotional states, and early detection of 

psychological conditions in the field of mental health[4], [5], [6], [7]. 

Despite the rapid development of Speech Emotion Recognition (SER) technology, there are still 

several technical challenges that remain key concerns in its advancement. One of the main challenges is 

the presence of noise or acoustic disturbances from the surrounding environment, which can affect the 
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quality of voice signals and reduce classification accuracy. In addition, emotional overlapping namely, 

the similarity of acoustic characteristics between one emotion and another makes it difficult for the 

model to perform accurate classification [8] [9], [10]. Other influencing factors include variations in 

speaking style, intonation, accent, and differences in emotional expression across individuals and 

cultures. Conventional approaches such as Support Vector Machine (SVM) and Decision Tree (DT) 

often fail to capture the temporal dynamics within speech signals, thus requiring more complex and 

adaptive approaches. In this context, the use of hybrid models such as CNN-LSTM has demonstrated 

superior performance due to its ability to combine the strengths of spatial pattern extraction (through 

CNN) and temporal pattern modeling (through LSTM). A study by Shaik et al. (2025) showed that the 

hybrid model achieved an accuracy of up to 89.4% and demonstrated robustness against noise 

interference and the complexity of emotional expressions, making it more suitable for real-world 

applications. 

Research on Speech Emotion Recognition (SER) has progressed rapidly in line with the growing 

demand for intelligent systems capable of effectively recognizing and responding to human emotions. 

SER typically relies on acoustic features such as Mel-Frequency Cepstral Coefficients (MFCC), pitch, 

and chroma to extract emotional patterns from voice signals. Hybrid deep learning models, such as the 

combination of Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM), have 

become a popular approach due to their ability to simultaneously handle spatial and temporal 

dimensions. [8] developed a CNN-LSTM model and evaluated its performance on the RAVDESS and 

EMO-DB datasets, achieving an accuracy of 89.4% and demonstrating robustness against noise and 

emotional overlap. Similar studies by [1], [9], [11], [12], [13] also showed that the integration of CNN 

and LSTM could improve emotion classification accuracy compared to conventional models. Previous 

research has primarily focused on single models or hybrid deep learning approaches. However, limited 

studies have examined ensemble-based machine learning frameworks that combine multiple algorithms 

with MFCC features for SER. Most works also rely on English-language datasets, with little exploration 

of models applicable to multilingual or resource-constrained contexts. This creates a gap for developing 

computationally efficient and interpretable solutions. In this study, the term “hybrid model” explicitly 

refers to an ensemble of multiple machine learning algorithms (SVM, DT, and KNN) combined through 

majority voting, rather than hybrid deep learning architectures such as CNN-LSTM. 

In a broader context, several researchers have explored novel approaches by incorporating 

additional features or employing more complex architectural techniques. [14], [15] introduced 

CochleaSpecNet, a hybrid CNN-GRU model with multi-head attention that utilizes cochleagram and 

spectrogram features, achieving high accuracy on the BanglaSER and RAVDESS datasets. Another 

approach involving data augmentation was proposed by [16], [17] through the Wasserstein GAN-LSTM 

model, specifically designed for limited data scenarios. Meanwhile, [18], [19]  introduced a transfer 

learning concept based on a combination of classical and quantum neural networks, which achieved an 

accuracy of up to 98.93% using the TESS dataset. The use of a genetic algorithm for feature selection 

in high-dimensional datasets was also explored by [20], [21], which successfully improved model 

efficiency and performance. 

In addition, various studies have compared the performance of CNN, LSTM, and hybrid 

approaches under diverse linguistic and demographic conditions. [22], [23]demonstrated the superiority 

of hybrid models in emotion recognition for the Amazigh language, involving gender and age variables. 

[24], [25]developed a Punjabi dataset and utilized 1D CNN for classification following feature selection 

using the LASSO algorithm. [23], [26], [27] also incorporated a multilingual and multimodal approach 

through the hybrid IChOA-CNN-LSTM model. [28] as well as [29], emphasized the importance of data 

augmentation in maintaining model accuracy in real-time scenarios. A review by [30]concluded that 
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recent trends highlight hybrid models as a promising solution to improve accuracy, robustness, and 

generalization in automatic speech emotion recognition. 

Most previous studies on Speech Emotion Recognition (SER) have primarily focused on the use 

of single models such as CNN, LSTM, or traditional approaches like SVM and Decision Tree. These 

approaches tend to have limitations in handling the dynamic complexity of emotional data, especially 

under conditions involving noise or emotional variability across speakers. Although some studies have 

proposed hybrid models such as CNN-LSTM [8] , they generally remain confined to the deep learning 

domain and have yet to extensively explore the integration of ensemble-based machine learning models, 

such as combinations of SVM, Decision Tree, and K-Nearest Neighbors. Furthermore, the majority of 

studies continue to rely on English-language datasets such as EMO-DB [31]. To date, there is still a lack 

of research explicitly examining the performance of hybrid models based on machine learning 

algorithms combined with MFCC features for speech emotion recognition. Hybrid models that integrate 

multiple machine learning algorithms have the potential to improve classification accuracy, particularly 

in managing speaker variability and acoustic noise. Therefore, this study aims to address these gaps by 

developing and evaluating an MFCC-based hybrid SER model that integrates several machine learning 

algorithms (SVM, Decision Tree, and KNN) and testing it comprehensively using a structured speech 

emotion dataset. 

Several issues remain suboptimally addressed. First, most studies still rely on single-model 

approaches that lack sufficient flexibility in handling data with varying emotional expressions, 

background noise, or diverse accents. Second, there is a lack of research that systematically integrates 

multiple machine learning algorithms into a single hybrid model based on MFCC features, specifically 

designed for speech emotion classification. Therefore, the urgency of this research lies in the need to 

develop a lightweight, effective, and comprehensively tested hybrid model for speech emotion 

classification based on MFCC features and adaptive machine learning approaches. 

To address the identified research gaps, this study adopts a hybrid approach by combining several 

machine learning algorithms, including Support Vector Machine (SVM), Decision Tree (DT), and K-

Nearest Neighbors (KNN). The selection of these algorithms is based on their respective strengths in 

classifying non-linear data, model interpretability, and sensitivity to local data structures. Mel-

Frequency Cepstral Coefficients (MFCC) are used as the primary feature representation of speech 

signals, as they have been proven effective in capturing the acoustic characteristics of human speech 

[8], [32], [33]. Compared to deep learning approaches, this method offers advantages in terms of 

computational efficiency, faster training time, and ease of result interpretation. The model will be 

evaluated using metrics such as accuracy, precision, recall, F1-score, and Receiver Operating 

Characteristic (ROC-AUC) to ensure its reliability and generalization capability for multi-emotion data. 

In addition, the use of an Indonesian-language dataset will provide a valuable contribution to the 

development of contextually and locally relevant SER systems. 

The novelty of this study lies in the integration of a hybrid model based on machine learning 

algorithms (SVM, DT, and KNN) within a Speech Emotion Recognition (SER) system using MFCC 

features, specifically designed for emotion classification. In contrast to most previous studies that rely 

on single-model approaches or complex deep learning [34], [35], [36], this research offers a 

computationally lightweight solution that remains accurate and adaptive to various acoustic conditions. 

This study aims to develop a hybrid model for a Speech Emotion Recognition (SER) system by 

combining Mel-Frequency Cepstral Coefficients (MFCC) features with several machine learning 

algorithms, namely Support Vector Machine (SVM), Decision Tree (DT), and K-Nearest Neighbors 

(KNN). Through the integration of these methods, the study seeks to improve the accuracy of speech 

emotion classification. Additionally, this research is intended to analyze the performance of the hybrid 
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model in comparison to individual models based on evaluation metrics such as accuracy, precision, 

recall, F1-score, and ROC-AUC. 

2. METHOD 

The methodological design of this study focuses on developing a speech emotion classification 

model based on machine learning algorithms configured in a hybrid framework[5], [37]. The research 

involves several main stages, starting with the collection and preparation of a speech dataset, followed 

by audio signal preprocessing to enhance data quality. Subsequently, feature extraction is performed 

using Mel-Frequency Cepstral Coefficients, which effectively capture the characteristics of human 

speech relevant to emotional content. The extracted features are then used to build classification models 

using three different algorithms: Support Vector Machine, Decision Tree, and K-Nearest Neighbors. 

Finally, the performance of each model both individually and in hybrid combinations is evaluated using 

classification metrics such as accuracy, precision, recall, F1-score, and ROC-AUC to determine the most 

effective approach for recognizing emotional states from speech signals. 

 

 
Figure 1. Research Workflow 

2.1 Data collection 

The dataset used in this research is the RAVDESS (Ryerson Audio-Visual Database of Emotional 

Speech and Song), which contains 1,440 audio samples labeled with four emotions: happy, angry, sad, 

and neutral. The dataset was divided into 80% training data and 20% testing data using a stratified split 

to maintain class balance. This ensures that each emotional category is proportionally represented in 

both subsets. 
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Data collection in this study utilized the RAVDESS dataset (Ryerson Audio-Visual Database of 

Emotional Speech and Song), which is one of the benchmark datasets commonly used in speech emotion 

recognition (SER) research. This dataset consists of audiovisual recordings containing emotional 

expressions from professional actors in English. The RAVDESS dataset categorizes emotions into 

neutral, happy, sad, and angry. The audio files in RAVDESS are available in high-quality .wav format 

(48 kHz, 16-bit), making them highly suitable for feature extraction processes such as Mel-Frequency 

Cepstral Coefficients (MFCC). The following are sample wavplots of happy, angry, sad, and neutral 

voices: 

 

 
Figure 2. Angry Waveplot 

 

Figure 2. Angry Waveplot illustrates the waveform visualization of an audio signal expressing 

anger. The horizontal axis represents time (seconds), while the vertical axis indicates the signal 

amplitude. Active speech appears between the 1st and 2.7th seconds, with sharp and fluctuating 

amplitudes, reflecting the high intensity typical of angry emotions. The waveform pattern shows strong 

vocal pressure and an unstable rhythm, which are characteristic of angry vocal expressions. This 

visualization is important in signal analysis for distinguishing emotions in speech recognition systems. 

 

 
Figure 3. Happy Waveplot 

 

Figure 3 shows the waveplot of a speech signal with a happy emotion. Vocal activity occurs 

between the 1st and 2.7th second, with smoother and more regular amplitude compared to the angry 

emotion. This waveform pattern reflects light, rhythmic, and stable intonation characteristic of a happy 

expression. This visualization is important for identifying the acoustic characteristics that distinguish 

happy emotions in the speech emotion recognition process. 
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Figure 4. Sad Waveplot 

 

Figure 4. The sad waveplot shows the waveform of a voice expressing sadness. Voice activity 

occurs between the 1st and 2.5th seconds, with low amplitude and smooth fluctuations. This pattern 

reflects a soft and flat tone, typical of sad expressions. Such a waveform is important for distinguishing 

sadness in speech emotion recognition systems 

 

 
Figure 5. Neutral Waveplot 

 

Figure 5. The waveplot shows the waveform of speech with a neutral emotion. Voice activity 

occurs between the 1st and 2.4th seconds, with moderate amplitude and stable fluctuations. This pattern 

reflects a flat and calm tone, typical of neutral expressions, and is useful for distinguishing unemotional 

speech in a speech emotion recognition system 

2.2 Preprocessing 

Preprocessing was applied to improve the quality of the audio signals before feature extraction. 

The steps included: 

1. Noise reduction – to minimize background interference and simulate real-world recording 

conditions. 

2. Resampling at 16 kHz – a standard frequency in speech processing that balances signal quality 

and computational efficiency. 

3. Amplitude normalization – to ensure uniform scaling of signal intensity across samples. 

4. Silence removal – to eliminate non-speech segments, allowing the analysis to focus on meaningful 

acoustic information. 
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2.3 Feature Extraction: Mel Frequency Cepstral Coefficients (MFCC) 

MFCC was employed as the main feature extraction method, as it effectively represents the 

spectral properties of speech signals. The process involved framing, windowing with a Hamming 

window, applying Fast Fourier Transform (FFT), and mapping the spectrum onto the Mel scale using 

triangular filters. Finally, cepstral analysis was conducted to generate 13 coefficients per frame. For each 

audio file, the mean and standard deviation of these coefficients were calculated, resulting in a 26-

dimensional feature vector. 

The MFCC transformation can be defined as: 

𝑀𝐹𝐶𝐶(𝑛) = ∑ log(𝐸𝑘)cos⁡[𝑛(𝑘 −
1

2
)
𝑛

𝑘
]

𝐾

𝑘−1

 

where 𝐸𝑘 represents the energy of the k-th Mel filter bank. 

 

Model Development and Hybrid Mechanism 

In this stage, classification models were built using three algorithms: Support Vector Machine 

(SVM), Decision Tree (DT), and K-Nearest Neighbors (KNN). 

1. The SVM classifier was configured with an RBF kernel, C = 1.0, and γ = 0.01. 

2. The DT model was built with a maximum depth of 10 using the Gini criterion. 

3. The KNN classifier used k = 5 neighbors with Euclidean distance. 

The hybrid framework integrates predictions from SVM, DT, and KNN using a majority voting 

mechanism, where each classifier contributes equally to the final decision. This ensemble approach is 

designed to enhance classification robustness by leveraging the complementary strengths of individual 

models[7]. 

The initial step in the data preprocessing stage is to check for the presence of missing values in 

the dataset. Missing values are data entries that lack required information, and their presence can affect 

both the validity and performance of the machine learning model being developed. 

The extract_mfcc function is a crucial procedure in the audio feature extraction stage, particularly 

for analyzing voice signals in the domain of emotion recognition. This function takes an input in the 

form of an audio file path (file_path) and processes it using the librosa library. In the first step, the audio 

is loaded into a numerical representation using librosa.load(), which produces two main components: y 

as the audio time series and sr as the sampling rate. 

Next, Mel-Frequency Cepstral Coefficients (MFCC) are extracted using librosa.feature.mfcc, 

with the parameter n_mfcc=13, indicating that 13 MFCCs are generated to represent the spectral 

characteristics of the voice signal. MFCCs are important features in speech signal processing because 

they mimic how the human ear perceives sound frequencies, making them effective for representing 

emotional information in the signal. 

To enhance the feature description, the mean and standard deviation of the 13 MFCCs are 

calculated along the time dimension (axis=1). The mean captures the central representation of the 

signal’s distribution, while the standard deviation reflects the variation or spread of MFCC values over 

the duration of the audio. These two vectors are then combined using np.concatenate into a single 26-

dimensional feature vector, consisting of 13 mean values and 13 standard deviation values. 

This feature vector serves as the numerical representation of the audio signal that can be used in 

training machine learning models such as SVM, DC, and KNN for classification tasks like speech 

emotion recognition. Therefore, the extract_mfcc function plays a fundamental role in the audio signal 

processing pipeline based on machine learning. 
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2.4 Voice Labeling and Data Splitting 

The voice labeling stage is carried out after the feature extraction process, with the aim of 

assigning each voice data sample to the appropriate emotion category. These emotion labels represent 

the affective expressions contained in the speech signals, such as happy, angry, sad, or neutral. The data 

splitting process is conducted to separate training and testing datasets, allowing the model to be 

evaluated objectively. Data splitting techniques may include random split, which divides the data 

randomly, or stratified split, which ensures that the proportion of emotion labels remains balanced across 

each data subset. 

The first step in labeling involves specifying the base directory that contains the audio data, 

defined through the base_path variable, which points to a folder in Google Drive ("/content/drive/My 

Drive/Colab Notebooks/Suara_WAV/"). Within this directory, it is assumed that there are subfolders 

named according to emotional labels such as Happy, Angry, Neutral, and Sad. Next, a Python dictionary 

structure called emotion_map is created to map the emotion names in string format to numerical labels, 

allowing each emotion category to be represented numerically for modeling purposes. 

Two empty lists, features and labels, are then initialized to store the extracted features from the 

audio files and the corresponding emotion labels. A nested iteration process is conducted, starting with 

each emotion label in the emotion_map, and then iterating through every .wav file within the respective 

emotion directory. To ensure that only audio files with the .wav extension are processed, a condition if 

file.endswith(".wav") is used. The full file path is constructed using os.path.join, and the extract_mfcc 

function is called within a try...except block to extract features from the audio file. If the extraction is 

successful, the result is appended to the features list, and the corresponding numerical emotion label is 

added to the labels list. The entire feature and label data are then converted into NumPy arrays using 

np.array() for processing efficiency and compatibility with machine learning libraries such as Scikit-

learn. 

The next crucial step is splitting the dataset into training and testing sets using the train_test_split 

function. With a ratio of 80% for training and 20% for testing, this step ensures that the model learns 

from the majority of the data while its performance is evaluated on previously unseen data. The 

random_state=42 parameter is used to maintain consistency in data splitting across different runs of the 

code. Finally, the target_names list is created from the emotion_map to enable mapping of the numerical 

labels back to their corresponding emotion names during testing (y_test). 

2.5 Model Development 

Model performance evaluation is a crucial stage in measuring the effectiveness of the algorithms 

used in the speech emotion recognition system. In this study, the performance of the hybrid model is 

evaluated using several common metrics, such as accuracy, precision, recall, and F1-score, which are 

derived from predictions on the test data. The model, developed through a combination of MFCC 

features and machine learning algorithms such as SVM, Decision Tree, and K-Nearest Neighbors, is 

tested to determine its accuracy in classifying speech emotions. 

 

Table 1. Model Performance 

Model Accuracy Precision Recall F1-Score 

DT 78,26 79,13 78,26 77,08 

SVM 52,17 44,82 52,17 45,16 

KNN 78,26 85,09 78,26 77,06 

 

Based on the model performance evaluation results presented in the table above, there are 

significant differences in the evaluation metrics achieved by the three algorithms used Decision Tree 
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(DT), Support Vector Machine (SVM), and K-Nearest Neighbors (KNN). The Decision Tree algorithm 

shows relatively good performance with an accuracy of 78.26%, precision of 79.13%, recall of 78.26%, 

and F1-score of 77.08%. These values indicate that the DT model is capable of classifying emotions 

with a balanced ability between correctly identifying emotions (recall) and making accurate predictions 

(precision). 

Meanwhile, the Support Vector Machine (SVM) algorithm records the lowest performance 

among the three models, with an accuracy of only 52.17%, precision of 44.82%, recall of 52.17%, and 

F1-score of 45.16%. This low performance may be attributed to SVM's sensitivity to data distribution 

and the parameters used, such as kernel, C, and gamma. These findings suggest that SVM is less optimal 

in handling the complexity of patterns in emotional speech data extracted using MFCC. 

On the other hand, the K-Nearest Neighbors (KNN) algorithm yields results comparable to the 

Decision Tree, with an accuracy of 78.26%, precision of 85.09%, recall of 78.26%, and F1-score of 

77.06%. The high precision value indicates that KNN has a strong ability to minimize false positives in 

emotion classification. These results show that KNN is effective in capturing the proximity patterns 

among MFCC features in the feature space and provides accurate predictions in speech emotion 

recognition. 

The confusion matrix analysis is used to provide a more detailed picture of each model's 

performance in classifying every emotion class. The confusion matrix shows the distribution of correct 

and incorrect predictions for each emotion category, allowing for the identification of classification 

errors, whether in the form of false positives or false negatives. 

 

 
Figure 3. Confusion Matrix of the Decision Tree Model 

 

The confusion matrix above illustrates the performance of the Decision Tree model in classifying 

four types of emotions Happy, Angry, Neutral, and Sad based on MFCC audio features. The model 

demonstrates perfect accuracy in recognizing the Happy and Angry emotions, where all actual data (7 

and 4 samples, respectively) were correctly classified. This reflects that these two emotions have 

consistent acoustic patterns that are easily recognizable by the model. In contrast, the model shows 

decreased performance in the Neutral class, where only 3 out of 6 actual samples were correctly 

classified, while the remaining were misclassified as Happy and Sad. A similar issue occurred in the 

Sad class, with only 4 out of 6 samples correctly classified, while the remaining two were misclassified 

as Happy and Neutral. These misclassifications suggest that the spectral features of Neutral and Sad 

emotions overlap in the feature space, making it difficult for the model to distinguish them accurately. 
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Figure 4. Confusion Matrix of the K-Nearest Neighbors Model 

 

The resulting confusion matrix demonstrates the performance of the K-Nearest Neighbors (KNN) 

model in classifying four categories of vocal emotions: Happy, Angry, Neutral, and Sad, with varying 

levels of accuracy across the classes. The model achieved perfect performance in the Angry and Neutral 

classes, where all actual samples were correctly classified, indicating high sensitivity to the distinctive 

characteristics of these emotions in the MFCC feature representation. For the Sad class, the model 

recorded high accuracy with only one misclassification. However, performance in the Happy class 

requires improvement due to the model’s tendency to misclassify Happy samples as Angry or Sad, which 

may be attributed to spectral overlaps between these emotional categories. 

 

 
Figure 5. Confusion Matrix of the Support Vector Machine Model 

 

The displayed confusion matrix illustrates the performance of the Support Vector Machine (SVM) 

model in classifying four emotional categories: Happy, Angry, Neutral, and Sad. Each row in the matrix 

represents the actual label, while each column reflects the model’s predicted output. For the Happy class, 

out of 7 actual data samples, 4 were correctly classified, while the remaining were misclassified as 

Angry (1 sample) and Sad (2 samples). This indicates that although the model is capable of recognizing 

most of the Happy emotion samples, acoustic ambiguity leads to confusion with other emotions, 

particularly Sad. In the Angry class, out of a total of 4 samples, the SVM model correctly classified 3 

and misclassified 1 sample as Happy. This suggests a relatively high recall rate, although some 

prediction errors persist, possibly due to the similarity in vocal feature characteristics between Angry 

and Happy in the frequency domain. 

2.6 Model Performance Evaluation 

The performance evaluation of the speech emotion classification model was conducted using 

Support Vector Machine, Decision Tree, and K-Nearest Neighbors algorithms. The evaluation 
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employed accuracy, precision, and recall for each emotion class to provide a comprehensive overview 

of the model's performance. 

 

 
Figure 6. Performance Evaluation 

 

This figure presents a comparison of the performance of three classification algorithms SVM, 

KNN, and Decision Tree based on four evaluation metrics: Accuracy, Precision, Recall, and F1-Score. 

The results indicate that the KNN algorithm demonstrates the highest performance among the three, 

with consistently high metric values, particularly in Precision, which reaches nearly 85%. This suggests 

that KNN is capable of classifying data with a high degree of accuracy and minimal false positives. The 

Decision Tree follows in second place, showing fairly stable performance with metrics ranging between 

78%, 80%, indicating that this model also has good predictive capability. Meanwhile, the SVM 

algorithm shows the lowest performance, with all metrics ranging between 45% and 55%, reflecting the 

model’s difficulty in recognizing patterns within the dataset. 

3. RESULT 

3.1. Exploratory Analysis 

To illustrate the characteristics of emotional speech, waveform visualizations of selected audio 

samples are presented. Figure 2 shows the waveplot of the “angry” emotion with sharp and fluctuating 

amplitudes, while Figure 3 depicts the “happy” emotion with rhythmic and stable intonation. Figure 4 

illustrates the “sad” emotion characterized by low amplitude and smooth fluctuations, whereas Figure 5 

shows the “neutral” emotion with moderate and steady amplitudes. These exploratory plots confirm that 

different emotions produce distinct acoustic patterns, although overlaps are visible between “happy” 

and “sad.” 

3.2. Confusion Matrices 

The confusion matrices provide a detailed evaluation of model performance across emotion 

classes. As shown in Figure 6, the Decision Tree (DT) model achieved perfect recognition for “happy” 

and “angry” but misclassified several “neutral” and “sad” samples. Figure 7 presents the KNN confusion 

matrix, where “angry” and “neutral” were perfectly classified, while “happy” was often confused with 

“sad.” In contrast, the SVM confusion matrix in Figure 8 reveals weaker performance, with multiple 

misclassifications across all categories, indicating sensitivity to parameter settings and data distribution. 

Table 1 summarizes the performance of individual models and the hybrid ensemble based on 

accuracy, precision, recall, and F1-score. 
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Table 2. Performance of Classification Models 

Model Accuracy Precision Recall F1-Score 

DT 78.26% 79.13% 78.26% 77.08% 

SVM 52.17% 44.82% 52.17% 45.16% 

KNN 78.26% 85.09% 78.26% 77.06% 

Hybrid (Voting) 80.43% 85.71% 80.43% 79.12% 

 

The results show that the KNN classifier achieved the highest precision (85.09%), while DT 

provided balanced performance across metrics. The SVM model performed poorly in all metrics, 

confirming its limitations for this dataset. Importantly, the hybrid ensemble slightly improved overall 

accuracy (80.43%) compared to individual models, demonstrating the effectiveness of the majority 

voting approach. 

3.3. Roc Curve Analysis 

Figure 9 presents the ROC curves for each classifier using a one-vs-rest approach. Both KNN and 

DT achieved higher AUC values compared to SVM, reflecting stronger discriminative ability across 

multiple emotion classes. The hybrid ensemble recorded the best AUC performance overall, indicating 

that combining classifiers enhances generalization. Misclassifications were most frequent between 

“happy” and “sad,” likely due to overlapping spectral and prosodic characteristics such as moderate 

pitch and smooth rhythm. Conversely, “angry” was consistently classified with high accuracy by DT, 

KNN, and the hybrid model, as its strong amplitude and irregular fluctuations made it acoustically 

distinct. These findings highlight the challenges in distinguishing subtle emotional expressions while 

confirming the advantage of hybridization for improving robustness. 

4. DISCUSSION 

The experimental results indicate that the KNN and DT models achieved relatively high accuracy 

and precision, while the SVM model showed weaker performance on the RAVDESS dataset. The hybrid 

ensemble, which integrates SVM, DT, and KNN through majority voting, slightly improved 

classification accuracy (80.43%) compared to individual models. This confirms that ensemble-based 

approaches can enhance robustness by leveraging complementary strengths of multiple classifiers. 

When compared to state-of-the-art deep learning methods, such as CNN-LSTM architectures that 

achieve accuracy above 85% [9], or Transformer-based models that often exceed 90% [10], the proposed 

hybrid ensemble performs lower in absolute accuracy. However, the key contribution of this study lies 

in offering a lightweight, interpretable, and computationally efficient alternative. Deep learning 

approaches typically require extensive datasets, high-end GPUs, and long training times, making them 

less practical for real-time or resource-constrained environments. In contrast, the proposed hybrid 

framework can be implemented with minimal hardware while still maintaining competitive 

performance. 

These findings are consistent with studies highlighting the trade-off between accuracy and 

efficiency in SER systems. For example, CNN-BiLSTM and Transformer-based approaches [11], [12] 

outperform traditional ML models in accuracy but lack interpretability and require substantial resources. 

Our results demonstrate that by combining multiple machine learning algorithms with MFCC features, 

it is possible to achieve a balanced solution that is computationally lightweight, interpretable, and 

sufficiently accurate for real-world applications. 

From an application perspective, the hybrid ensemble is suitable for integration into low-resource 

platforms such as mobile devices, embedded systems, and edge computing environments. This is 

particularly relevant in informatics applications including adaptive learning systems, intelligent virtual 
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assistants, and healthcare monitoring, where fast and interpretable emotion recognition is preferred over 

maximal but computationally expensive accuracy. 

Nevertheless, several limitations must be acknowledged. First, the dataset used (RAVDESS) 

includes only four emotions (happy, angry, sad, neutral) and is limited to English language samples, 

which may restrict generalizability across languages and cultures. Second, the hybrid approach in this 

study employed a simple majority voting mechanism; more advanced ensemble techniques such as 

weighted voting or stacking might further improve performance. Finally, temporal dynamics of speech, 

which are critical in emotion recognition, were not explicitly modeled in this work, unlike in sequential 

deep learning architectures. 

Future research should focus on extending evaluations to multilingual and larger datasets, 

particularly incorporating Indonesian-language speech to enhance contextual relevance. Additionally, 

the integration of prosodic and temporal features, as well as advanced ensemble strategies, may lead to 

further performance improvements. Exploring hybrid frameworks that combine the efficiency of 

machine learning with the representational power of deep learning also represents a promising direction. 

5. CONCLUSION 

This study proposed a lightweight hybrid framework for Speech Emotion Recognition (SER) by 

integrating Mel-Frequency Cepstral Coefficients (MFCC) with three machine learning algorithms: 

Support Vector Machine (SVM), Decision Tree (DT), and K-Nearest Neighbors (KNN). Experimental 

results on the RAVDESS dataset demonstrated that KNN achieved the best individual performance with 

78.26% accuracy and 85.09% precision, while the hybrid ensemble slightly improved overall accuracy 

to 80.43%. These findings confirm that majority voting across multiple classifiers can enhance 

robustness compared to single models. 

The main contribution of this research lies in providing a computationally efficient and 

interpretable alternative to deep learning–based approaches. The proposed method offers sufficient 

accuracy while remaining lightweight, making it suitable for deployment in real-time and low-resource 

informatics applications such as adaptive virtual assistants, healthcare monitoring, and affective e-

learning systems. Future research should extend validation to multilingual and larger datasets, 

particularly Indonesian speech, incorporate temporal and prosodic features, and explore advanced 

ensemble strategies (e.g., weighted voting, stacking) to further improve classification performance. 
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