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Abstract 

Abstract - Predicting exchange rates with high volatility and nonlinear patterns presents a critical challenge in 

financial analysis. Deep learning models such as RNN and LSTM are widely used for their ability to capture temporal 

dependencies, yet each has limitations when applied individually. This study aims to enhance the prediction accuracy 

of the Indonesian Rupiah (IDR) to US Dollar (USD) exchange rate by implementing a stacking ensemble approach 

that combines RNN and LSTM models. The dataset consists of 522 weekly observations from January 2015 to 

December 2024, sourced from the official website of Bank Indonesia (bi.go.id). In the proposed framework, RNN 

and LSTM serve as base learners, while linear regression acts as the meta-learner. Model performance is evaluated 

using RMSE, MAPE, and MSE. The results indicate that the stacking ensemble consistently outperforms the 

individual models, achieving an RMSE of 117.91, a MAPE of 0.01, and an MSE of 13,901.67. The model effectively 

captures historical patterns and delivers stable and accurate predictions. In conclusion, the stacking ensemble 

approach developed in this study contributes to the advancement of ensemble learning techniques in computer science 

and offers practical value for financial decision-makers, particularly in managing complex and dynamic exchange 

rate scenarios. 
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1. INTRODUCTION 

Forecasting refers to a structured approach used to anticipate future outcomes based on historical 

data, aiming to deliver precise estimations of upcoming conditions or influencing variables [1]. A 

commonly analyzed data format in forecasting is time series data, which consists of sequential 

observations collected at consistent time intervals on a specific entity or phenomenon [2]. These data 

often reveal recognizable patterns such as long-term trends, seasonal behaviors, and irregular 

fluctuations, all driven by temporal relationships between observations. The core components trend, 

seasonality, and residuals are essential for decomposing time series data to gain insights into its intrinsic 

structure  [3], [4], [5], [6]. Effective forecasting models must be capable of learning these historical 

structures while also adapting to ongoing and complex changes. 

 With recent technological progress, deep learning has emerged as a promising solution for 

modeling nonlinear time dependencies. Two of the most widely used architectures in this field are RNNs 

and LSTM networks [7], [8]. RNNs are tailored for processing sequential data like time series, using 

internal memory to capture long-term dependencies. However, RNNs are affected by the vanishing 

gradient problem, which hampers their ability to model complex, long-range patterns [9]. Research such 

as RNN applications in rainfall forecasting [10] and comparative analysis of RNN and ARIMA in gold 

price prediction[11], demonstrates that while RNNs can be effective, their success largely depends on 

how the training data is configured and its specific characteristics.  

To overcome these limitations, the LSTM architecture emerged as a more sophisticated 

alternative. LSTM is widely adopted for forecasting due to its ability to produce consistent long-term 
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predictions. Unlike traditional RNNs, which suffer from vanishing gradient issues during 

backpropagation and struggle to learn long-term dependencies, LSTM incorporates a gated memory 

system for selective information retention and update over time. An LSTM unit consists of three critical 

gates input, forget, and output that regulate how information enters, persists in, or exits the memory cell, 

enabling effective modeling of long-range dependencies [12], [13]. Despite its advantages, LSTM's 

complex architecture leads to slower training and inference, increased memory and computational 

demands, and a heightened risk of overfitting, especially when training data is limited or lacks diversity 

[7], [14], [15]. 

Numerous studies have highlighted LSTM’s effectiveness in forecasting complex and volatile 

time series data. For example, Septiani et al.[16]. found that LSTM delivered the lowest RMSE when 

compared to models like GARCH, GRU, and CNN for forecasting the Rupiah–USD exchange rate. 

Similarly, Magfirrah et al. [17]. reported that LSTM outperformed ARIMA in predicting peak wind 

speeds in Kupang, and Danis et al. [18] confirmed its performance by achieving a 1.53% MAPE in 

predicting the Yen–Rupiah exchange rate based on daily data.  

Additionally, Wang et al [19] proposed a hybrid forecasting model integrating Empirical Mode 

Decomposition (EMD), Principal Component Analysis (PCA), Random Forest (RF), and LSTM to 

forecast wind energy. Their approach enhanced accuracy by minimizing noise, reducing dimensionality, 

and extracting vital features. Compared to benchmark models such as BP, SVM, and traditional LSTM, 

the EMD-PCA-RF-LSTM model demonstrated superior performance with an RMSE of 2.69576, MAE 

of 1.73981, and R² of 0.9699, indicating its capability in modeling complex environmental time series. 

Given the individual strengths and weaknesses of RNNs and LSTMs, ensemble learning offers a 

promising strategy for improved forecasting. Ensemble models combine predictions from several base 

learners to boost both accuracy and generalization [20]. Among these, stacking where a meta-learner 

synthesizes outputs from various models into a final prediction is particularly effective  [21]. Empirical 

results show that stacking tends to reduce forecast errors, especially in applications like electricity 

consumption forecasting, when compared to single-model approaches [1].  

Another study that utilized an ANN ensemble to estimate ice thickness in Canadian lakes 

demonstrated significant improvements in generalization. The stacking method, in particular, was found 

to be more effective than simple averaging in producing accurate predictions [22]. Guo et al further 

confirmed the benefits of stacking in short-term load forecasting by integrating LSTM-based base 

learners and using Lasso regression as a meta-learner, resulting in lower MAPE values. In the domain 

of health analytics, a study applied a stacking ensemble combined with SMOTE-ENN for diabetes 

classification and achieved an accuracy of 97.3%, outperforming individual classifiers [23]. Moreover, 

Wibowo and Pratama, implemented a stacking model for sentiment classification of hotel reviews using 

multiple base classifiers and achieved an accuracy of 98%, demonstrating the robustness of stacking in 

handling complex text data. Despite these promising outcomes, the majority of stacking applications are 

concentrated in domains such as classification, regression, and structured prediction tasks. These 

findings collectively reinforce the applicability and superiority of stacking ensemble models across a 

variety of domains, including time series forecasting, classification, and sentiment analysis [24]. 

In this study, the dataset comprises the exchange rate of the Indonesian Rupiah (IDR) against the 

United States Dollar (USD), a time series known for its high volatility due to both global and domestic 

economic dynamics. This dataset was considered because it aligns with the targets of the Sustainable 

Development Goals (SDGs), particularly Goal 8 on Decent Work and Economic Growth, which 

emphasizes inclusive and sustainable economic growth, employment, and productivity improvements 

[25]. Exchange rate instability can impact labor markets, investment confidence, and income inequality 

factors directly relevant to SDG 8 targets on productive employment and economic resilience. 

Furthermore, this dataset exhibits characteristics such as short-term fluctuations, non-stationarity, and 
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complex nonlinear patterns, making it a challenging benchmark for accurate forecasting and for 

modeling macroeconomic indicators linked to SDG achievement [26]. 

To address these challenges, this research proposes stacking ensemble model that combines RNN 

and LSTM architectures, aiming to deliver more accurate, stable, and adaptive predictions. Although 

stacking ensemble shows strong potential, its application in forecasting highly volatile and nonlinear 

time series remains limited. In particular, applications of stacking in exchange rate forecasting especially 

for developing economies such as Indonesia are still relatively scarce in the literature. This highlights a 

research gap in exploring how hybrid deep learning ensembles can perform under extreme volatility and 

nonlinear dynamics. Therefore, this study seeks to demonstrate the effectiveness of stacking ensemble 

and contribute to the advancement of deep learning-based forecasting approaches for handling complex 

and unstable time series. The objective of this research is to evaluate the performance of a stacking 

ensemble of RNN and LSTM models in forecasting the IDR/USD exchange rate, compare it against 

individual deep learning models (RNN and LSTM) and a conventional statistical model (ARIMA), and 

provide empirical evidence of its effectiveness in improving forecasting accuracy in the presence of high 

volatility and nonlinear structure. 

2. METHOD 

This study implements a stacking ensemble model by combining two deep learning architectures: 

Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM). The stacking model is 

designed to taking advantage of RNN for short-term patterns and LSTM for long-term sequence 

modeling, while using a linear regression model as the meta-learner to combine predictions. 

2.1. Data and Variables 

This study uses time series data representing the daily exchange rate of the Indonesian Rupiah 

(IDR) against the United States Dollar (USD), covering the period from January 2015 to December 

2024. The data were obtained from the official website of Bank Indonesia (https://www.bi.go.id), 

specifically from the “Kurs Transaksi Bank Indonesia” page, which provides daily exchange rate 

records.  The data were accessed via manual download in Excel format and further processed using 

Python. To reduce noise and better capture temporal trends, the data were resampled into weekly 

frequency by extracting the highest exchange rate value (selling rate) from each week. This conversion 

aims to capture the peak volatility of each week while minimizing random fluctuations that may occur 

on a daily basis. As a result, a total of 522 weekly observations were compiled and used for modeling 

and evaluation. The primary variable in this study is the weekly IDR/USD exchange rate, which serves 

as the univariate target to be forecasted. No external or exogenous variables are included; the models 

rely solely on the temporal patterns within the data itself. 

2.2. Recurrent Neural Network (RNN)  

RNN represent a category of a type of neural network built to handle time-related or sequential 

data inputs. They incorporate a built-in memory system that stores prior inputs to inform future output 

decisions. The RNN functions by transmitting information from one input to the next within a sequence. 

Each incoming input is stored in memory and then used in processing the next one, continuing in this 

way until the entire sequence has been processed [27]. Within the RNN architecture, the units in the 

hidden layers are interconnected, meaning they do not operate in isolation. At each time step, the hidden 

layer receives input not only receiving inputs not only from the input layer but also from the previous 

hidden state. Theoretically, RNNs are capable of handling input sequences of any length [28]. 
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Figure 1. RNN Hidden Layer Structure 

 
Figure 1 illustrates the basic structure of an RNN's hidden layer. In this model, each neuron 

receives input not only from the input layer but also from the hidden state of the previous time step. This 

architecture helps RNNs retain recent information by utilizing earlier input data. The unrolled structure 

on the right side of the figure shows how RNNs handle sequences over time, where the hidden state 

from the previous time step (𝑠ₜ₋₁) contributes to forming the current hidden state (𝑠ₜ), This process 

continues across each time step. This recursive process happens at each time step, enabling the output 

to reflect both current input and past memory. Such temporal dependency makes RNNs particularly 

suited for handling data with temporal sequences, such as time series. 

Previous empirical research has confirmed RNNs’ effectiveness, for example, Achmad et al [29]. 

Developed a machine translation system for Indonesian–Sentani Papua using RNN-GRU, achieving a 

BLEU score of 35.3, which indicates strong performance in handling low-resource language sequences. 

Meanwhile, Larasati et al. [30] compared RNN and LSTM for forecasting daily turnover in a motorcycle 

spare parts store. Although LSTM achieved higher predictive accuracy. maintained consistent accuracy 

(MAE = 0.092), highlighting its ability to model short-term seasonality in time series. 

2.3. Long Short-Term Memory (LSTM) 

The LSTM is a model designed to determine which information should be retained and which 

should be discarded during processing a task handled by individual neuron units. LSTM is widely used 

for modeling ordered data formats like time series, video, and text [31], [32]. It can be viewed as an 

extension of the RNN, as both share a foundational architecture composed of input, hidden, and output 

layers. The key innovation in LSTM lies in its hidden layer, which introduces memory cells and 

specialized gate mechanisms that address the vanishing gradient issue commonly found in traditional 

RNNs. These gate mechanisms, including the forget gate, input gate, and output gate, regulate the flow 

of information using sigmoid and tanh activation functions[31]. The forget gate selects which earlier 

data to remove, the input gate identifies which new data to retain, and the output gate directs the relevant 

information to the next time step [32], [33]. This architecture enables LSTM to preserve relevant 

information across long sequences and handle nonlinear temporal dependencies effectively. 

LSTM’s ability to retain relevant information over long sequences and manage nonlinear 

temporal dependencies effectively has been validated by several studies. Budiprasetyo et al. [34] applied 

a multi-layer LSTM model to forecast stock prices of sharia-compliant companies in Indonesia and 

achieved high predictive accuracy, with MAPE values below 3% across different sectors. Similarly, 

Hussein and Azhar [33] demonstrated the robustness of LSTM in predicting global oil prices, showing 

its ability to outperform conventional methods in capturing fluctuating economic conditions. To provide 

deeper insight into how LSTM works internally, Figure 2 presents a detailed illustration of the model's 

internal architecture. 

Figure 2 presents the basic framework of an LSTM network. This model manages information 

flow through three core gates: the forget gate, input gate, and output gate. The forget gate decides which 

parts of the previous memory should be discarded. The input gate regulates which new data is added to 

the memory. The output gate decides what memory content is passed on to the next time step. These 
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operations rely on sigmoid and tanh activation functions to adjust memory content selectively. This 

structure allows LSTM to retain essential information over extended sequences and ignore less relevant 

inputs, making it highly effective for time series analysis involving complex and long-term 

dependencies. 

 
Figure 2 Architecture of the Long Short-Term Memory (LSTM) Model 

2.4. Stacking Ensemble 

According to Silfiani and Suhartono (2012), stacking is a technique used to combine multiple 

predictors through the construction of a linear combination, with the aim of improving forecasting 

accuracy. In this method, each predictor is assigned a specific coefficient weight, such that the resulting 

linear combination can produce more accurate predictions [35]. The concept of stacking itself originates 

from the idea of stacked generalization introduced by Wolpert (1992), which proposes using a meta-

learner to learn from the outputs of base models and improve generalization performance [36]. Stacking 

ensemble is further developed as an approach within ensemble learning, which involves training several 

base models in parallel and independently. The outputs of these base models are then combined through 

a meta-learning algorithm to produce a more robust final prediction. In other words, stacking integrates 

the predictions from multiple base learners into a higher-level model (meta-learner) to enhance 

predictive accuracy and generalization[37].  

In this research, RNN and LSTM are utilized as level-0 base learners, where RNN is responsible 

for identifying short-term patterns, while is intended to learn long-range patterns in time series datasets. 

Linear regression serves as the meta-model that merges the prediction outputs of RNN and LSTM, 

selected for its ability to form a weighted combination of the predictions from base learners, thereby 

producing more stable and accurate forecasts. Gao et al. (2025) demonstrated that stacking deep 

learning-based base learners using a residual learning scheme significantly improved prediction 

accuracy for moderate-sized time series datasets. Their proposed SE-DRVFL, a deep ensemble 

framework utilizing random vector functional links model achieved lower error rates compared to 

traditional ensembles and individual models, showing that the residual-based architecture helped better 

exploit the strengths of each base learner and enhance generalization [38].This supports the use of 

stacking ensembles that combine RNN and LSTM in this study, particularly when dealing with nonlinear 

and volatile patterns in time series data.  

The stacking ensemble was implemented in two stages. First, the RNN and LSTM models were 

trained separately using the training dataset. After training, each model generated predictions on a 

validation subset (15% of the training data), which were stored as features for the meta-model. These 

predictions formed the input for the level-1 meta-learner linear regression. The linear regression model 

was then trained to learn the optimal weights for combining the base model outputs. During final 

prediction, the full training dataset was used to retrain RNN and LSTM. Their predictions on the test set 

were then passed through the trained meta-model to generate the final forecast. This approach aligns 

with the findings of Ismail et al [39], who proposed a GA-Stacking ensemble that combines diverse base 
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learners through a linear regression meta-model. Their results demonstrated that stacking significantly 

enhances forecasting accuracy, especially when applied to complex and volatile time series data such as 

COVID-19 cases. The formulation used by the meta-learner to generate the final forecast based on the 

predictions of RNN and LSTM can be represented by the following equation: 

𝑌̂ = 𝛼 + 𝑏1 × 𝑌̂𝑅𝑁𝑁 +  𝑏1 × 𝑌̂𝐿𝑆𝑇𝑀 + 𝜀    (1) 

• 𝑌̂𝑅𝑁𝑁 and 𝑌̂𝐿𝑆𝑇𝑀 are the predicted outputs from the base models (RNN and LSTM), 

• 𝛼 is the intercept (bias), 

• 𝑏1 and 𝑏2 are the weights learned by the meta-model (linear regression), 

• ε is the error term. 

formulation 1 allows the stacking model to leverage the strengths of both RNN and LSTM, 

improving forecasting accuracy through model ensemble. The meta-model integrates the base model 

outputs by learning optimal weights that minimize prediction error. This structure is further illustrated 

in Figure 3, which shows how the predictions from RNN and LSTM are aggregated using a meta-level 

linear regression model to generate the final forecast 

  

 
Figure 3 Architecture of the Stacking Ensemble Model 

 

Figure 3 depicts the basic architecture of the stacking ensemble model. In this structure, multiple 

base learners such as RNN and LSTM are trained in parallel using the same input data. Each base learner 

produces its own prediction, which is then combined through a meta-learner algorithm to form the final 

forecast. This process involves a level-1 model that aggregates the outputs from all base learners using 

a linear regression approach. Through this stacking mechanism, the combined predictions from diverse 

base models are expected to improve accuracy, enhance generalization, and yield more stable and 

reliable forecasting results compared to single models. 

This research adopts a stacking ensemble strategy that combines outputs from both RNN and 

LSTM models, with a linear regression algorithm serving as the meta-learner. Linear regression was 

selected due to its simplicity, clarity, and capability to assign optimal weights to the base models’ 

outputs. The ensemble technique aims to minimize individual model errors and enhance the model’s 

ability to generalize. Model performance is evaluated using three commonly used forecasting error 

metrics: MSE, RMSE, and MAPE. 

2.5. Evaluation Metrics 

Three error-based metrics were used to assess model accuracy: 

1. Mean Squared Error (MSE): Calculates the average of the squared differences between 

predicted and actual values, heavily penalizing larger errors. 

𝑀𝑆𝐸 =  
∑ ((𝑦)𝑡−𝑦̂𝑡)2𝑛

𝑡=1

𝑛
 (2) 

2. Root Mean Squared Error (RMSE): Represents the error in the same scale as the original data, 

making it more interpretable for practical use. 

𝑅𝑀𝑆𝐸 = (
∑ ((𝑦)𝑡−𝑦̂𝑡)2𝑛

𝑡=1

𝑛
)1/2 (3) 
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3. Mean Absolute Percentage Error (MAPE): Measures the prediction error as a percentage of the 

actual values, providing a standardized evaluation metric. 

𝑀𝐴𝑃𝐸 =  
∑ |

𝑦𝑡−𝑦̂𝑡
𝑦𝑡

|𝑛
𝑡=1

𝑛
× 100  (4) 

These metrics provide a quantitative evaluation of prediction accuracy. MSE gives greater weight 

to larger errors by squaring them, RMSE presents the error in the same unit as the target, enhancing 

interpretability, and MAPE expresses error as a percentage, making it easier to compare across different 

datasets. Together, these metrics offer a thorough evaluation of the model’s predictive performance and 

demonstrate the reliability of the proposed stacking ensemble framework. 

2.6. Steps of Analysis  

 
Figure 4. Workflow For Building the Stacking Ensemble Model 

 

This study employs stacking ensemble method applied to RNN and LSTM models. Data analysis 

was conducted using Python software with TensorFlow/Keras and Scikit-learn libraries. The study 

follows these main stages of analysis: 

1. Data Preprocessing: Daily exchange rate data are transformed into weekly data by selecting the 

highest value each week. Missing values are handled, and the data are normalized and reshaped 

to fit sequential input formats suitable for RNN and LSTM architectures. 
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2. Exploratory Data Analysis (EDA): Initial exploration is conducted to identify general trends, 

patterns, and variability. Stationarity is examined using the autocorrelation function (ACF), and 

temporal structures are visualized. 

3. Data Splitting: The data is divided into two parts, training and testing. The training portion 

covers 85% of the data, ranging from January 2015 to June 2023, while the remaining 15% from 

July 2023 to December 2024 is allocated for testing. 

4. Hyperparameter Tuning: A grid search approach is employed to fine-tune the parameters of the 

RNN and LSTM models. Parameters such as the number of neurons, learning rate, batch size, 

dropout rate, and number of epochs are tuned based on validation performance. 

5. Individual Model Training (RNN and LSTM): Each of the RNN and LSTM models is trained 

separately using the training dataset. The predictions produced on the 15% validation portion 

are saved and later used as features for the stacking meta-model. 

6. Stacking Ensemble Training: The meta-learner (linear regression) is trained on predictions 

generated by RNN and LSTM. During testing, final predictions are made by first generating 

RNN and LSTM outputs on the test data, which are then passed through the trained meta-model. 

7. Model Evaluation and Conclusion Drawing The evaluation of RNN, LSTM, and stacking 

ensemble models is carried out using metrics including MSE, RMSE, and MAPE. The model 

with the best performance on the test set is selected and applied to both simulated and empirical 

exchange rate data for comparison.  

3. RESULT 

The results and discussion are presented in a structured and detailed manner. Model performance 

is reported using tables and graphs to illustrate accuracy and comparative results. Each figure and table 

is numbered, titled, and referred to in the text for clarity. Metrics such as MSE, RMSE, and MAPE are 

used to evaluate forecasting performance. All visual elements, including equations, graphs, and tables, 

follow consistent formatting to ensure readability and coherence throughout the manuscript. 

3.1. Data Preprocessing 

This research utilizes exchange rate data of the Indonesian Rupiah (IDR) against the United States 

Dollar (USD), specifically targeting the weekly peak values of the IDR selling rate. The dataset spans 

from January 2015 to December 2024 and is retrieved from the official website of Bank Indonesia 

(bi.go.id). The data conversion process involves selecting the maximum selling rate of the Rupiah 

against the US Dollar for each week. This step aims to provide a more stable representation of the 

currency trend by minimizing the impact of extreme daily fluctuations, resulting in a total of 522 weekly 

observations used for analysis.  

    

Table 1. Weekly Exchange Rate (Idr/USD): First Ten Observations 

Period Selling Exchange Rate (IDR/USD) 

04 January 2015 12.536 

11 January 2015 12.796 

18 January 2015 12.680 

25 January 2015 12.722 

01 February 2015 12.688 

08 February 2015 12.764 

15 February 2015 12.858 

22 February 2015 12.913 

01 March 2015 12.951 

08 March 2015 12.536 

Table 1 presents the first ten weekly observations of the IDR/USD selling exchange rate, starting 

from 04 January 2015 to 08 March 2015. The exchange rate fluctuates within a narrow range, from 
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12.536 to 12.951, indicating relatively stable currency movement during the early part of the observed 

period. 

3.2. Exploratory Data Analysis (EDA) 

During the data exploration phase, the initial step is to divide the dataset into training and testing 

sets. This separation is crucial to ensure the model is evaluated on previously unseen data, helping to 

prevent overfitting and provide a more accurate reflection of its performance. In this study, the training 

data spans from January 2015 to June 2023 (85%), while the test data covers the period from July 2023 

to December 2024 (15%). This split allows the model to be trained on a long historical dataset and then 

tested on the most recent data, which was not used during training, to assess its predictive accuracy. 

 

 
Figure 5. Plot of Training and Test Data Split 

 

Figure 5 illustrates how the dataset is divided into training and testing segments. The training 

data, shown in blue, covers January 2015 to June 2023 (85%) and is used to build the model. In contrast, 

the test data, highlighted in red, spans from July 2023 to December 2024 (15%) and is used to assess 

the model’s performance on recent data. The model is trained using the historical dataset, while the test 

dataset helps evaluate how well it performs on new or unseen data points. This clear distinction allows 

the model to learn from the past and be tested on future outcomes. Its predictions are then compared 

with the actual test results, and performance is measured using metrics such as RMSE, MSE, and MAPE. 

3.3. Stationarity Analysis 

After exploring the data and dividing it into training and testing sets, a crucial step in time series 

analysis is to assess its stationarity. Stationarity refers to a statistical property where the mean, variance, 

and autocorrelation of a time series stay stable over time. Checking for stationarity is important for 

choosing the right modeling approach. One common method to do this is the Autocorrelation Function 

(ACF), which measures the correlation between observations at different time intervals. If significant 

autocorrelation appears at specific lags, it suggests the series is non-stationary, indicating recurring 

patterns or trends. If autocorrelation weakens and approaches zero, the series is likely stationary. 

Figure 6 displays the Autocorrelation Function (ACF) plot, which illustrates the correlation 

between observations at various lag intervals. In this plot, we observe that the autocorrelation is 

relatively high at the initial lags but decreases significantly after several lags. This indicates short-term 

dependencies within the time series. Although the data shows significant autocorrelation at the early 

lags suggesting some level of non-stationarity this does not pose a critical issue when applying deep 

learning methods such as LSTM and RNN. According to Lin and Feng (2022) and Long et al. (2023), 

these models are capable of handling non-stationary data directly, without the need for prior 

transformations to induce stationarity [40], [41]. Therefore, techniques such as differencing or other 

transformations are not required prior to modeling, as LSTM and RNN can still perform effectively on 
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raw non-stationary data. Based on this, the stacking ensemble model leverages the strengths of base 

models, also referred to as level-0 models. In this study, two base models are employed, namely LSTM 

and RNN, each of which is trained independently on the same input data. By combining the distinct 

perspectives offered by these models, the stacking framework aims to improve generalization and model 

robustness compared to relying on a single model. The following section provides a more detailed 

explanation of the level-0 models. 

 

 
Figure 6. Autocorrelation function (ACF) plot 

 

3.4. Base Models Individual Model Training  

3.4.1. Architecture and Hyperparameters 

The level-0 models used in this study consist of two neural network architectures, LSTM and 

RNN. This model analysis aims to assess the performance of two neural network architectures: LSTM 

and RNN in time series forecasting. These models were selected due to their proven effectiveness in 

processing time-dependent data and capturing temporal dependencies across sequences. 

 

Table 2.  Hyperparameters For LSTM and RNN Architectures 

Hyperparameter Value 

Optimizer Adam 

Neuron 32,56, 64, 100, 200 

Batch size 56 

Learning Rate 0.01, 0.001, 0.0001 

Epoch 100, 200, 500 

Layer 1 

Dropout 0.2 

 

Table 2 presents the hyperparameters used for LSTM and RNN models. The Adam optimizer was 

chosen for its efficiency in convergence. To test model complexity, hidden layer sizes of 32, 56, 64, 

100, and 200 neurons were explored. A batch size of 56 was used to balance stability and computation. 

The learning rate was tuned at 0.01, 0.001, and 0.0001, and training was run for 100, 200, and 500 

epochs. Both models used one hidden layer to reduce overfitting. A dropout rate of 0.2 was applied only 

to the LSTM model to enhance generalization. 
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3.4.2. LSTM Model Results 

In this study, The LSTM architecture consists of a single hidden layer and a single output layer. 

The model's parameters are optimized using the Adam algorithm, which is recognized for its ability to 

dynamically adjust the learning rate throughout the training process. During the tuning phase, various 

combinations of hyperparameters are evaluated to determine the best-performing configuration. The 

optimal hyperparameter settings used in the final training stage of the LSTM model are listed in the 

table below. 

Table 3 outlines the optimal hyperparameter setup for the LSTM configuration, incorporating the 

Adam optimizer and a 0.001 learning rate, 32 hidden layer neurons, and 500 training epochs. Using this 

configuration, the LSTM model achieved a RMSE of 180.752, a MAPE of 0.00943, and MSE of 

32,671.2844. These relatively low error values demonstrate that the model performs effectively in 

predicting the test data with high accuracy. 

 

Table 3.  Optimal Hyperparameter Configuration For the LSTM Model 

Model 
Hyperparameter 

RMSE MAPE MSE 
Optimizer Learning Rate Neuron Epoch 

LSTM Adam 0.001 32 500 180.752 0.00943 32671.2844 

 

 
Figure 7. Comparison Of Training Data, Test Data, and LSTM Predictions 

 

Figure 7 presents a comparison between the training data, test data, and the predicted values 

generated by the LSTM model. The training data from 2015 to mid-2023 show considerable 

fluctuations, including a significant spike around early 2020, likely caused by global disruptions such 

as the COVID-19 pandemic. This confirms the volatile and non-stationary nature of the IDR/USD 

exchange rate. The test data, covering the second half of 2023 to 2024, continue the upward trend with 

short-term volatility. The LSTM model effectively follows the general trend in the test data, 

particularly in capturing local peaks and troughs. Although there are minor discrepancies such as slight 

overestimations or underestimations during sudden shifts the overall prediction closely mirrors the 

actual pattern. This indicates that the LSTM is capable of learning complex time series behavior, 

making it suitable for medium-term forecasting. 

3.4.3. RNN Model Results 

The RNN model applied in this research features a structure with two processing layers and a 

single output layer. Similar to the LSTM model, parameter optimization is carried out using the Adam 

algorithm. Hyperparameter tuning is conducted to determine the optimal parameter combination that 

yields the best predictive performance for time series data. The table below presents the optimal 

hyperparameter configuration applied during the training of the RNN model. 
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Table 4. Optimal Hyperparameter Configuration For the RNN Model 

Model 
Hyperparameter 

RMSE MAPE MSE 
Optimizer Learning Rate Neuron Epoch 

LSTM Adam 0.001 56 200 129.082 0.63% 16662.251 

 

Table 4 shows the best hyperparameter configuration for the RNN model, which uses the Adam 

optimizer, learning rate of 0.001, 56 neurons, and 200 epochs. Under this setup, the RNN achieved an 

RMSE of 129.082, MAPE of 0.63%, and MSE of 16,662.251. Compared to LSTM, RNN delivered 

slightly lower predictive accuracy with marginally higher error values. 

 

 
Figure 8. Comparison Of Training Data, Test Data, and RNN Predictions 

 

Figure 8 shows the comparison between the training data, test data, and the predicted values from 

the RNN model. The training data from 2015 to mid-2023 exhibit high volatility with several significant 

peaks most notably around early 2020 reflecting the impact of major global events such as the COVID-

19 pandemic. In the test period (mid-2023 to 2024), the IDR/USD exchange rate shows an overall 

upward trend with short-term fluctuations that challenge predictive stability. 

 The RNN model manages to capture the general direction of the test data but shows larger 

deviations than the LSTM model, particularly during periods with sharp reversals or high volatility (e.g., 

early and mid-2024). In some segments, the RNN predictions lag slightly or miss the intensity of the 

fluctuations, suggesting that RNN struggles with long-range dependencies. This highlights the model’s 

limitations in learning from complex, nonlinear time series, especially when compared to deeper 

recurrent architectures like LSTM.  

3.5. Level-1 Model (Ensemble Stacking) 

The stacking ensemble model outperformed the individual RNN and LSTM models, 

demonstrating superior forecasting accuracy. From the evaluation on the test dataset, it achieved an 

RMSE of 117.91, which is lower than that of the RNN (129.08) and LSTM (180.75), along with a MAPE 

of 0.01 and MSE of 13,901.67. These results indicate the ensemble approach's effectiveness in capturing 

the complex, volatile behavior of the IDR/USD exchange rate. 

  In this section, the level-1 model also referred to as the ensemble stacking model—is 

presented as the final stage in the predictive framework. The stacking ensemble was built by integrating 

the output predictions of RNN and LSTM using Linear Regression as the meta-learner. This design 

allows the model to combine the strengths of both base learners, improving overall robustness and 

generalization. Table 5 above displays the predicted selling exchange rate values for the next 20 periods 

based on the stacking ensemble model. 

Table 5 shows that the forecasted exchange rates exhibit a gradual upward trend over the 20 

forecast periods. This movement reflects a stable pattern and is consistent with the historical trend 
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previously observed in the data analysis. The predictive output suggests that the model anticipates a 

steady increase in the exchange rate in the upcoming months. 

 

Table 5 Forecast for the Next 20 Periods Using the Best Model 

No Forecast Date Predicted Selling Rate No Forecast Date Predicted Selling Rate  

1 2025-01-05 16342.1477 11 2025-03-16 16772.6179 

2 2025-01-12 16389.1968 12 2025-03-23 16811.0898 

3 2025-01-19 16435.3084 13 2025-03-30 16848.7951 

4 2025-01-26 16480.5012 14 2025-04-06 16885.7492 

5 2025-02-02 16524.794 15 2025-04-13 16921.9669 

6 2025-02-09 16568.2034 16 2025-04-20 16957.4630 

7 2025-02-16 16610.748 17 2025-04-27 16992.2519 

8 2025-02-23 16652.4454 18 2025-05-04 17026.3476 

9 2025-03-02 16693.3118 19 2025-05-11 17059.7639 

10 2025-03-09 16733.3638 20 2025-05-18 17092.5143 

 

 
Figure 9. Comparison of Training, Test, Ensemble Predictions, and Forecast 

 

Figure 9 displays the comparison between training data, test data, stacking ensemble predictions, and 

the 20-period ahead forecast. The historical trend from 2015 to mid-2023 shows high volatility with a 

sharp spike around 2020, followed by a gradual upward movement. The test data (mid-2023 to 2024) 

continue this upward trend with noticeable fluctuations. The ensemble predictions closely follow the 

actual test data, capturing both trend direction and local variability more accurately than individual 

models. 

What stands out is the forecast segment, which extends into early 2025. The stacking ensemble 

produces a smooth and upward-sloping forecast, consistent with the recent trend in the test data. This 

indicates that the ensemble model effectively generalizes the temporal pattern and minimizes overfitting. 

Compared to RNN and LSTM individually, the stacking approach shows better stability and alignment, 

especially in volatile periods, suggesting its strength in integrating short-term and long-term 

dependencies for more reliable forecasting. 

4. DISCUSSIONS 

This study demonstrates the effectiveness of a stacking ensemble model that integrates RNN and 

LSTM networks for forecasting time series data characterized by high volatility and nonlinear patterns, 

as exemplified by the weekly IDR/USD exchange rate. The results indicate that while RNN models are 

adept at capturing short-term temporal dependencies and exhibit relatively fast training times, they fall 

short when modeling long-term relationships due to the vanishing gradient problem. In contrast, LSTM 

models excel at learning long-term dependencies and nonlinear dynamics but tend to require more 

computational resources and longer training durations. The combination of these two architectures 
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through a stacking ensemble approach enables the model to exploit both short- and long-term structures 

in the data.  

The performance evaluation reveals that the stacking ensemble model consistently outperforms 

both individual models, achieving lower RMSE, MSE, and MAPE values. This aligns with the 

fundamental principle of ensemble learning, which seeks to improve predictive accuracy and 

generalization by integrating multiple base learners. The effectiveness of stacking in this study is 

supported by [42], who found that stacking ensembles were particularly effective when the base models 

had similar predictive performance, outperforming both weighted averaging and gradient boosting 

approaches in daily time series forecasting. This demonstrates stacking’s unique strength in adaptively 

combining base models, which is especially useful in handling complex, nonlinear, and non-stationary 

time series data. The use of a linear regression meta-learner in the ensemble further contributes to its 

robustness by reducing overfitting and enhancing stability in forecast outputs. 

The practical implications of this research are significant. Financial institutions, policymakers, 

and analysts dealing with exchange rate prediction and other volatile economic indicators can benefit 

from the proposed method, which offers improved accuracy and adaptability. Beyond its applied value, 

this study contributes to the field of computer science by advancing ensemble deep learning techniques 

demonstrating the efficacy of stacking RNN and LSTM architectures for forecasting highly volatile and 

nonlinear time series data. This hybrid framework not only enhances predictive performance but also 

offers a scalable and generalizable architecture for other complex forecasting tasks in computational 

finance and related domains. In conclusion, the study validates that a stacking ensemble of RNN and 

LSTM outperforms individual models, offering a robust solution for time series modeling and a 

promising direction for future research in intelligent forecasting systems. 

5. CONCLUSION 

This study evaluated the effectiveness of a stacking ensemble model that integrates LSTM and 

RNN for forecasting nonlinear and volatile time series data. The results showed that the ensemble 

outperformed individual models, achieving lower RMSE (117.91), MAPE (0.01), and MSE (13,901.67). 

The ensemble successfully combined LSTM’s strength in capturing long-term patterns with RNN’s 

responsiveness to short-term variations, leading to more accurate and stable forecasts. These findings 

suggest that the proposed model is well-suited for real-world forecasting tasks in highly dynamic 

environments such as financial markets. Beyond practical implications, the study advances ensemble 

deep learning techniques in computer science by demonstrating an adaptive, scalable framework for 

complex sequential data. Future research may explore alternative meta-learners, incorporate external 

features, or apply the approach to other domains like energy, climate, or health forecasting. 
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