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Abstract

Smartphones have become an integral part of everyday life, but their ever-increasing popularity has raised growing
global concerns about excessive use (nomophobia), which impacts quality of life, mental health, and academic
performance. Existing research often relies on subjective questionnaires, limiting scalability and objectivity. This
study addresses this gap by developing a machine learning model to predict smartphone addiction levels through an
objective analysis of user behavior patterns. This research evaluates the effectiveness of the K-Nearest Neighbor
(KNN) algorithm, identifies the most influential behavioral features, and assesses the model's classification
performance. Using a dataset of 3,300 user behavior entries with 11 features, a waterfall-based framework was
employed for data preprocessing, model design, and evaluation. The KNN model achieved 95% accuracy in
classifying addiction levels. Permutation Feature Importance analysis confirmed ‘App Usage Time’ and ‘Battery
Drain’ as the two most influential predictive features. This study demonstrates that KNN is a powerful and viable
method for objectively classifying smartphone addiction. The findings provide a strong foundation for developing
scalable, Al-driven early detection and intervention systems, offering significant contributions to the fields of
computer science and digital well-being.
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1. INTRODUCTION

Smartphones are technological devices that have a huge impact on life [1]. Smartphones play a
role in enhancing human-technology interaction with various advantages. However, the growing
popularity may lead to the problem of overuse [2]. Smartphone overuse (nomophobia) [1] has become
a global problem [2], [3] that impacts lives. Studies show that uncontrolled smartphone use results in
decreased quality of life [4], mental health disorders such as depression, anxiety, stress [1], [2], [S]-[7],
reduced academic performance [1], [3], [6], [8], [9], disturbed sleep [2], [6], [9], [10], musculoskeletal
problems, neurological changes [2], and reduced social interaction [1]. Factors such as loneliness,
aggression [11], and the use of social-media and gaming as maladaptive coping strategies [8] exacerbate
this condition. Women are reported to be more prone to smartphone addiction than men [1], [2]. This
condition shows that smartphone addiction is a multidimensional issue that urgently needs to be studied
in more depth with an objective and data-based approach.

Indonesia ranks 4th in the world in the number of smartphone users (187.7 million users and
68.1% penetration), indicating high digitalization. Digital advancement also brings the threat of
addiction that damages physical and social health, yet research on the impact of smartphone addiction
still has limitations. As shown in Figure 1 and Figure 2, Indonesia's large number of smartphone users
underscores the national urgency of addressing this issue. Some studies rely on subjective questionnaires
[12], while others use app usage data with limited generalizability [13] on specific samples, such as
university students in Malaysia [8] or Serbia [6], as well as Android users only [7]. Objective data-
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driven approaches to user behavior patterns analysis have not been widely explored to accurately predict
addiction levels. Machine learning offers a potential solution through measurable analysis of smartphone
usage patterns. This highlights a critical research gap: the need for an objective, scalable prediction
model.
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Figure 1. Smartphone User Demographics of Top 10 Countries
Sources: https://explodingtopics.com/blog/smartphone-stats#number-of-smartphones

Rank Country Smartphone Total Smartphone
Users Population Penetration

1 China 974.69 million 1.43 billion 68.4%

2 India 659 million 1.42 billion 46.5%

3 United States 276.14 million 338.29 million 81.6%

4 Indonesia 187.7 million 275.5 million 681%

5 Brazil 143.43 million 215.31 million 66.6%

6 Russia 106.44 million 144.71 million 73.6%

7 Japan 97.44 million 123.95 million 78.6%

8 Nigeria 83.34 million 218.54 million 381%

9 Mexico 78.37 million 127.5 million 615%

10 Pakistan 72.99 million 235.82 million 3%

Figure 2. Number of Smartphone Users Top 10 Countries
Sources: https://explodingtopics.com/blog/smartphone-stats#number-of-smartphones

Machine learning is a subset of Artificial Intelligence (AI) [14], [15] that is capable of processing
big data [16], identifying complex patterns [17], and accelerating decision-making [15]. It works similar
to human learning [18], potentially revolutionizing industries with efficiency [19]. One of the popular
machine learning algorithms is K-Nearest Neighbor (KNN) [20]. KNN is effective for both large [17]
and small dimensional datasets [21], and has shown high accuracy in a variety of problem solving, such
as lung cancer prediction [22], heart disease [23], [24], skin disease [21], biodiesel production [25],
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social-media sentiment analysis [26], [27], cybercrime detection [28], and image classification [29]-
[31]. This makes it suitable for modeling user behavior patterns in the context of smartphone addiction.

Previous studies on smartphone addiction tend to use questionnaire-based approaches that are
subjective or experimental data with limited coverage in certain populations. These studies, such as
those conducted by [1], [6], [8]-[10], [12], [13], generally utilize application usage data or user
perceptions, but have not deeply applied machine learning-based predictive approaches that rely on
actual behavioral data. On the other hand, machine learning algorithms such as Random Forest and
Support Vector Machine (SVM) are more widely used in digital behavior analysis [7], [13], while the
K-Nearest Neighbor (KNN) algorithm, which has proven effective in various fields such as disease
detection, sentiment analysis, and image classification [21]-[31], is still rarely applied in the context of
predicting the level of smartphone addiction. This research, therefore, offers a novel approach by
applying and validating the KNN algorithm on objective behavioral data, contrasting with the prevailing
subjective methods and exploring an underutilized but potentially powerful classification technique for
this specific problem. In addition to methodological and technical contributions, this research also
presents an open dataset for further validation and development. The resulting model has applicative
potential in the form of integration into the system.

The formulation of this research problem is to what extent can the K-Nearest Neighbor (KNN)
method predict the level of smartphone addiction based on the analysis of user behavior patterns, what
factors most influence the prediction, and what are the weaknesses of the KNN method in classifying
the level of addiction to smartphone use? This research is important to develop an objective prediction
system of smartphone addiction level based on user behavior patterns and overcome the limitations of
conventional questionnaire methods that are subjective. The findings can form the basis for the
development of Al-based addiction early detection applications. The study also enriches the literature
by validating the KNN algorithm for smartphone addiction classification using a data-driven approach,
while identifying the behavioral features that most influence prediction. The results of this research are
expected to produce a more objective and scalable model than previous studies, while providing a basis
for the development of early detection or intervention systems for smartphone addiction.

2. METHOD

The research method used is a process framework approach based on the waterfall model [32],
[33] which is adapted to the development flow of the machine learning model.

Communication Construction

Planning Modelling Deployment
(Requirement

analysis)

(Implementation

(System planning) (Model design) & testing)

(Application)

Figure 3. Research Flow

2.1. Communication (Requirement Analysis)

This initial stage focuses on formulating the objective of building a predictive model for
smartphone addiction based on user behavior patterns, such as usage duration and screen on time. The
research foundation is strengthened through a literature review covering machine learning, the K-
Nearest Neighbor (KNN) method, and related studies to ensure the scientific validity of the approach.

2.2. Planning (System Planning)

In this stage, a systematic technical plan is developed. This plan includes the data collection
strategy (using public datasets and tools like Python), the design of the data processing workflow
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(preprocessing and feature selection), and the establishment of evaluation metrics such as Accuracy,
Precision, and F1-Score to measure the model's success.

2.3. Modelling (Model Design)

The Model Design stage is the core of the technical implementation of the research. This process
begins with the collection of the actual dataset containing smartphone user behavior data as planned.
The amount of data used is 3,300 and the number of features is 11 ("User ID', 'Device Model', 'Operating
System', 'App Usage Time (min/day)’, 'Screen on Time (hours/day)’, 'Battery Drain (mAh/day)',
'Number of Apps Installed’, 'Data Usage (MB/day)', 'Age', 'Gender', 'User Behavior Class').

The raw data then goes through a series of rigorous pre-processing processes to ensure its quality
and readiness. This includes data cleaning from missing values, transformation of categorical data into
numerical format through one-hot encoding, feature selection using correlation analysis to remove
redundancy, and data normalization using Min-Max or Z-Score methods so that all features have
comparable scales.

Feature Selection (Pearson Correlation Analysis): To measure the linear relationship between two
features (variables) and eliminate redundancy, the Pearson Correlation Coefficient () is used, as defined
in Equation (1).

n X -
i=1(xl x)(yl y) (1)

Ty =
Jz{;l(xi—w S (i—7)?

Where:

o Tyy - The Pearson correlation coefficient between variables x and y. Its value ranges from -
1 (perfect negative linear correlation) to +1 (perfect positive linear correlation). A value
near 0 indicates no linear correlation.

o n : The total number of data samples

o x; : The i-th value of variable x

o y; : The i-th value of variable y

: The mean value of variable x

[}
<l R

: The mean value of variable y

Data Normalization (Min-Max Normalization): This method rescales data to a specific range,
typically between 0 and 1, calculated using the formula in Equation (2).

X' norm = % (2)
Where:
o X' norm : The new value after normalization
o x : The original data value
o Xmin : The minimum value of all data points in that feature
o Xmax : The maximum value of all data points in that feature

Z-Score Standardization, shown in Equation (3), transforms data to have a mean of 0 and a
standard deviation of 1.

z=2E 3)
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Where:
. z : The new value after standardization (the Z-score)
o x :The original data value
o u :The mean of all data points in that feature
. o :The standard deviation of all data points in that feature

Both methods are considered standard for preparing data for distance-based algorithms like KNN.
For this study, Z-Score standardization was ultimately applied to the features used in the decision
boundary visualizations as it effectively handles outliers and centers the data around zero, which is ideal
for visualization. Once the data is clean and ready, it is divided into two parts: 70-80% as training data
and 20-30% as testing data.

Only then, the KNN model specifically designed to classify addiction levels on a scale of 1 to 5
is built, followed by parameter optimization such as determining the best ‘4’ value and distance metric
(Euclidean) to achieve maximum performance. The Euclidean distance, formulated in Equation (4), was
chosen as it is the most common and intuitive metric for measuring distance in a multi-dimensional
feature space, assuming that the space is flat and features are comparable after normalization.

d(p,q) =\ Xi=1(pi — 4)? “)
Where:
o d(p, q) : The Euclidean distance between data points p and q
. n : The number of features (dimensions) in the data
o p; : The value of the i-th feature of data point p
o q; : The value of the i-th feature of data point q

2.4. Construction (Implementation & Testing)

In the Implementation and Testing stage, the KNN model is trained on the data and validated
using cross-validation to ensure reliability. Its performance is then quantitatively evaluated with metrics
such as Accuracy, Precision, Recall, and F1-Score, whose formulas are defined in Equations (5), (6),
(7), and (8), while the confusion matrix is analyzed to understand classification errors.

TP+TN

Accuracy = —————— Q)
TP+TN+FP+FN
.. TP
Precision = (6)
TP+FP
TP
Recall = @)
TP+FN
Precision*Recall
F1 — Score = 2 x —cstonrreca” (8)
Precision+Recall

The process concludes by interpreting these results to identify the most influential features and
visualizing user data patterns for deeper insights.

2.5. Deployment (Application)

As the final stage of the research cycle, the Implementation and Publication phase focuses on
dissemination of results and documentation. Finally, based on the findings and limitations of this
research, a concrete recommendation for further development was formulated, namely the creation of a
real-time monitoring application that can apply this model to provide practical benefits to users.
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3. RESULTS

This section presents the empirical findings of the study in a systematic and objective manner.
The data presented includes exploratory data analysis, evaluation of predictive model performance,
classification error analysis, and identification of the most significant user behavior features in
predicting the level of smartphone addiction.

3.1. Exploratory Data Analysis (EDA)
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Figure 4. Distribution of User Age

Figure 4 shows the age distribution of smartphone users, which provides a demographic overview
of the users whose data was analyzed, showing that users have a wide age range with an average age in
their early 40s.

Smartphone Usage Trend Analysis
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Figure 5. Smartphone Usage Trend Analysis

Figure 5 presents five histograms that summarize various patterns of user behavior in a single
view. The graphs show that the majority of users consumed around 1000-1500 mAh of battery power
and used 750-1000 MB of internet data per day. In terms of duration, the most common interaction time
is around 250-300 minutes (4-5 hours) of app usage, with total screen on time peaking at 5-6 hours a
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day. In addition, the data on the number of apps installed shows that there are different groups of users,
ranging from those with few apps to those with a large number. Overall, this visualization provides a
comprehensive insight into the smartphone usage habits and intensity among the analyzed users.

Correlation Matrix of Smartphone Usage Features
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Figure 6. Correlation Matrix of Smartphone Usage Features

Figure 6 displays the correlation matrix which reveals that there is a very strong positive
relationship between the core usage metrics, where App Usage Time shows a very high correlation with
Battery Drain (with a value of 0.94) and Number of Installed Apps (value of 0.93). Similarly, Battery
Drain is strongly related to Number of Apps Installed (0.88) and Data Usage (0.81), indicating that these
features are highly interdependent. In contrast, demographic factors such as Age and Gender show
almost no relationship at all with usage patterns, with correlation values very close to zero (ranging from
-0.03 to 0.04), effectively proving that these factors are insignificant in determining smartphone usage
behavior on this dataset.

3.2. Model Building and Performance Evaluation

Following the EDA, the KNN model was trained and tested. The performance was evaluated
using a confusion matrix and a classification report. Figure 7 presents the confusion matrix, which
provides a visual representation of the model's accuracy across the five addiction level classes. The
diagonal values (e.g., 102 for Class 1, 447 for Class 3) show the number of correct predictions, while
off-diagonal values represent misclassifications.
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Figure 7. Confusion Matrix
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Figure 7 is a strong visual representation of the performance of the classification model with 5
classes (addiction levels). In brief, the model is quite accurate, with major errors occurring when
distinguishing between similar or adjacent categories, but it is very reliable in distinguishing very
different categories. The detailed performance metrics are summarized in Table 1.

Table 1. Classification Report
Precision Recall F1-Score Support (Actual Occurrences)

1 0.92 0.96 0.94 106

2 0.93 0.90 0.92 175

3 0.96 0.97 0.96 463

4 0.92 0.90 0.91 143

5 0.95 0.97 0.96 103
Accuracy 0.95 990
Macro avg 0.94 0.94 0.94 990
Weight avg 0.95 0.95 0.95 990

The table confirms the model's high performance, achieving an overall accuracy of 95%. For
individual classes, key metrics like Precision, Recall, and F1-Score are consistently high, such as the
F1-Score of 0.96 for both Class 3 and Class 5, indicating a balanced and reliable model.

KNN Decision Boundary (2 Features)

Battery Drain (mAh/day)

-2 -1 0 1 2 3
App Usage Time (min/day)

Figure 8. KNN Decision Boundary (2 Features)

Figure 8 explains the relationship between the features, where there is a clear positive correlation
between App Usage Time and Battery Drain. The longer the app is used, the higher the battery drain.
This can be seen from the data distribution which tends to move from the bottom left to the top right.
The KNN model creates decision boundaries that are non-linear and tend to “follow” the shape of the
data distribution of each class. The model essentially classifies new data points based on their closest
“neighbors” in the training data. This figure effectively shows how the KNN model partitions the feature
space into regions corresponding to each class. This helps us understand how the model will make
predictions for data that has never been seen before.
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KNN Decision Boundary with Predicted Point
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Figure 9. KNN Decision Boundary with Predicted Point

Figure 9 shows a real-life example of the KNN model successfully classifying a new piece of data
as Class 3 based on the patterns it has learned from the training data. Figure 10 provides important
context for the 2D visualization images we saw earlier. Now we know why App Usage Time and Battery
Drain were chosen to be visualized: because they are the two most influential features in determining
the model classification. The other two features have a smaller contribution.

Permutation Feature Importance (KNN Model)
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Figure 10. Permutation Feature Importance

Based on the set of analyses presented, a K-Nearest Neighbors (KNN) classification model has
been successfully built to classify the data into five classes. The decision boundary visualization shows
how the model separates the data and predicts new data points based on its two main features, namely
App Usage Time and Battery Drain. Permutation Feature Importance analysis confirmed that these two
features were indeed the most influential on the model's predictions. The performance of the model also
proves to be very good, as shown by the Confusion Matrix, which displays a high level of accuracy with
minimal prediction errors that generally only occur between neighboring classes.
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4. DISCUSSION

Based on the results obtained from this research, it can be said that the K-Nearest Neighbor (KNN)
model built shows good performance in predicting the level of smartphone addiction based on user
behavior patterns, with overall accuracy reaching 95%. This is supported by Precision, Recall, and F1-
Score values that are also high in most classes, indicating the model's strong ability in the classification
process. These findings highlight the great potential of machine learning-based approaches in providing
an objective and data-driven smartphone addiction prediction system, overcoming the limitations of
conventional questionnaire methods that tend to be subjective. This is particularly urgent in an era of
increasing digitalization, where automated and scalable tools are needed for early mental health
intervention. The success of this model demonstrates a significant step toward moving beyond
subjective self-reports.

Permutation Feature Importance analysis clearly identified ‘App Usage Time (min/day)’ and
‘Battery Drain (mAh/day)’ as the most influential features in determining model predictions, which
intuitively makes sense as these two metrics directly reflect the intensity of smartphone usage.
Compared to previous studies that tend to rely on subjective questionnaires or app usage data with
limited generalization to specific samples, this study offers a more objective and data-driven approach
by utilizing actual behavioral data and the KNN algorithm. Although other algorithms such as Random
Forest and SVM are more commonly used in digital behavior analysis, the effectiveness of KNN in
fields such as disease detection and sentiment analysis has proven to be relevant in this context of
smartphone addiction prediction. The high performance of the KNN model can be attributed to its non-
parametric nature. Unlike linear models, KNN does not make strong assumptions about the underlying
data distribution. As shown by the non-linear decision boundaries in the visualization, the KNN model
effectively partitions the feature space to classify addiction levels by capturing the complex, local
relationships within the user behavior data, making it well-suited for this classification task.

However, it is important to acknowledge the limitations of this study and the KNN method. The
KNN algorithm can be computationally expensive during prediction for very large datasets, as it needs
to calculate distances to all training points. It is also sensitive to the "curse of dimensionality," where its
performance can degrade as the number of features increases. While this study used a manageable
number of highly relevant features, future work with more extensive feature sets might need to consider
feature reduction techniques more aggressively. The model's performance also relies heavily on proper
feature scaling, a step that was addressed here through normalization but remains a critical consideration
for implementation. Despite these limitations, the model generated in this study is expected to be more
objective and scalable than previous studies, providing a solid foundation for the development of future
Al-based smartphone addiction early detection applications or intervention systems. This research
provides a strong proof-of-concept for real-world applications. The resulting model could be integrated
into a "digital wellbeing" mobile application that monitors user behavior in real-time (with user consent)
and provides personalized feedback or alerts when patterns indicative of addictive behavior are detected.

5. CONCLUSION

The conclusion of this research is that the K-Nearest Neighbor (KNN) method, combined with an
objective analysis of user behavior patterns, is a highly effective approach to predicting smartphone
addiction levels. With model accuracy reaching 95%, this study successfully demonstrated the KNN's
ability to accurately classify addiction levels, with ‘App Usage Time (min/day)’ and ‘Battery Drain
(mAh/day)’ identified as the most influential features. This data-driven approach overcomes the
limitations of conventional methods that are often subjective and have limited generalizability.

These findings make significant methodological and technical contributions to computer science
by validating the KNN algorithm for smartphone addiction classification and providing an open dataset
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for further research. More importantly, this work paves the way for the development of more objective
and scalable Al-based early detection systems. Future research should focus on several key areas: (1)
conducting a comparative analysis by benchmarking the KNN model against other advanced algorithms,
such as Deep Neural Networks, to explore potential performance gains; (2) developing and deploying a
real-time monitoring application to validate the model's practical utility; and (3) expanding the feature
set to include more contextual data for even greater predictive accuracy. Ultimately, this research
provides a robust foundation for building practical tools that can provide tangible benefits to users and
promote digital well-being.
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