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Abstract 

Sentiment analysis plays a crucial role in understanding customer perspectives, especially within Indonesian e-

commerce platforms. Despite the success of deep learning in high-resource languages, its application to Indonesian 

sentiment data remains underexplored. Previous studies using models like BERT-CNN or fine-tuned IndoBERT 

achieved modest results, highlighting the need for more effective architectures for Indonesian language. This study 

aims to investigate the effectiveness of Bidirectional Long Short-Term Memory (BiLSTM) and Gated Recurrent Unit 

(GRU) models in classifying buyers’ sentiment from Indonesian product reviews on the PREDECT-ID dataset 

comprising 5,400 annotated product reviews. Standard NLP preprocessing techniques—including text normalization, 

tokenization, stopword removal, and stemming—were applied. Both models were trained using Adam and Stochastic 

Gradient Descent (SGD) optimizers, and their performance was evaluated using accuracy, precision, recall, and F1-

score metrics. The GRU model trained with SGD achieved the highest performance, with an accuracy of 94.07%, 

precision of 93.84%, recall of 94.53%, and F1-score of 94.18%. Notably, the BiLSTM model combined with SGD 

resulted in competitive results, achieving 93.61% accuracy and 93.84% F1-score. The results confirm that GRU with 

SGD optimizer, are highly effective for sentiment classification in Indonesian language datasets. By leveraging deep 

sequential modeling for a low-resource language, this study contributes to the advancement of scalable sentiment 

analysis systems in underrepresented linguistic domains. The results contribute to the advancement of NLP systems 

for Indonesian by providing a benchmark for the future development of sentiment analysis tools in low-resource 

languages. 

 

Keywords : BiLSTM, Deep sequential representation, GRU, Indonesian product review, Sentiment Analysis. 

 
 

This work is an open access article and licensed under a Creative Commons Attribution-Non Commercial 

4.0 International License 

  

 

1. INTRODUCTION 

Product reviews, both in traditional and electronic commerce, offer valuable indicators of 

customer satisfaction and expectations, helping prospective buyers make informed purchase decisions 

[1]. The perceived usefulness of a review is influenced by factors such as its length, the reviewer’s 

experience, and the type of product evaluated. Additionally, reviews are critical for assessing reviewer 

credibility and identifying misleading or fraudulent content, which is essential for maintaining trust in 

online transactions [2]. With the rapid growth of e-commerce in Indonesia, analyzing customer reviews 

is increasingly important. Sentiment analysis, a branch of NLP, helps businesses extract insights to 

gauge satisfaction, spot product issues, and refine marketing strategies [3]. 
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Deep learning is widely used for sentiment classification, especially via Recurrent Neural 

Networks (RNN). Long Short-Term Memory (LSTM), an RNN variant, effectively captures long-term 

dependencies in sentiment analysis tasks [4]. Bidirectional LSTM (BiLSTM) enhances this by 

processing data in both directions for better context understanding [5]. Alternatively, the Gated 

Recurrent Unit (GRU) offers a simpler, efficient architecture that addresses the vanishing gradient issue 

while remaining computationally lightweight and effective for sequential data tasks [6]. 

Previous studies have shown that deep learning models like BERT-CNN achieve accuracy levels 

between 70–79% [7], while fine-tuned IndoBERT reaches an F1-Score of 71% [8]. Meanwhile, GRU-

based approaches show promising results, with accuracy rates ranging from 65% [9] to 96% [10], and 

BiLSTM has achieved accuracy of 90.5% on the IMDb dataset [11]. While transformer-based models 

such as IndoBERT and BERT-CNN have demonstrated strong performance in various sentiment 

analysis tasks, they often require substantial computational resources and large-scale training data, 

which may not be optimal for moderately sized or domain-specific datasets. In contrast, BiLSTM and 

GRU architectures offer a more lightweight yet effective alternative for capturing sequential 

dependencies [12], [13], [14]. Anam demonstrated that a hybrid GRU–BiLSTM model with SMOTE 

significantly improves emotion detection accuracy on social media text [12], while Rahman showed the 

efficacy of transformer–RNN hybrids—specifically RoBERTa–BiLSTM—in enhancing sentiment 

analysis performance across multiple English datasets [13]. These results making them particularly 

suitable for Indonesian sentiment analysis using datasets like PREDECT-ID. The relevance of 

PREDECT-ID has been highlighted in recent studies focusing on contextual sentiment understanding in 

e-commerce settings, demonstrating its utility for benchmarking.  

Despite growing interest in Indonesian-language sentiment analysis, prior research remains 

limited in its comparative evaluation of deep sequential architectures under consistent experimental 

settings. This study addresses this gap by investigating the effectiveness of BiLSTM and GRU models 

in classifying binary sentiments from Indonesian product reviews. This research not only aims to 

improve classification accuracy but also contributes to advancing NLP methodologies for low-resource 

languages such as Indonesian, providing a foundation for future scalable applications. 

2. METHOD 

To investigate the performance of Biderictional Long Short-Term Memory (BiLSTM) and Gate 

Recurrent Unit (GRU) architectures in Indonesian-language sentiment classification, this study 

employed a structured experimental pipeline consists of data preparation, preprocessing, model 

construction, and evaluation. The PREDECT-ID dataset, comprising thousands of annotated product 

reviews, served as the primary data source [15]. Standard Natural Language Processing (NLP) 

techniques were applied to prepare the textual data, followed by training and testing of the deep learning 

models using two different optimization strategies. This section outlines the dataset characteristics, 

preprocessing steps, model configurations, training procedures, and evaluation metrics used in this 

study. 

The PREDECT-ID dataset includes five emotion categories; Love, Happiness, Anger, Fear, and 

Sadness. For the purpose of simplicity, these emotions were recategorized into two sentiment classes: 

Anger, Fear, and Sadness are grouped under negative sentiment, while Love and Happiness are grouped 

under positive sentiment. This dataset comprises a total of 2,579 of positive and 2,821 samples of 

negative sentiment, respectively. The data were split into 70% for training, 10% for validation, and 20% 

for testing. Of the 2,579 positive sentiment samples, 2,047 were allocated for training and validation, 

while 532 were used for testing. Similarly, out of the 2,821 negative sentiment samples, 2,273 were 

assigned to training and validation, and 548 were reserved for testing. 
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Figure 1. The research framework 

 

Figure 1 showed the research methodology of the proposed system. The research workflow 

illustrated in the diagram shown a systematic approach to sentiment classification using the PREDICT-

ID dataset and deep learning models. 

2.1. Data Collection 

The raw dataset consists of Indonesian-language product reviews collected from various e-

commerce platforms. These reviews are annotated into two sentiment categories: positive (e.g., love, 

happiness) and negative (e.g., anger, fear, sadness), forming a binary classification task. The dataset 

used in this study is PREDECT-ID, comprising 5,400 labeled sentences [15]. 

2.2. Preprocessing and Data Splitting 

The preprocessing stage is essential to prepare the textual data for model training. It begins with 

text cleaning to eliminate irrelevant symbols, punctuation, and noise from the raw reviews. Next, case 

folding is applied to standardize the text by converting all characters to lowercase. This is followed by 

tokenization, which breaks each sentence into individual words or tokens. To reduce non-informative 

content, stop word removal is performed, eliminating frequently occurring words that do not contribute 

significantly to sentiment (e.g., yang, dan). Finally, stemming is applied to reduce words to their root 

forms, ensuring consistency and reducing vocabulary size. These preprocessing steps collectively help 

normalize the data, improve learning efficiency, and enhance the model’s ability to capture sentiment-

relevant patterns. The preprocessed data are divided into training, validation, and testing sets to ensure 

robust model development and fair performance evaluation. 

2.3. Deep Sequential Representation 

Deep sequential representations have been proven effective for modeling sequential data. In this 

study, we employ two models based on deep sequential representation, BiLSTM and GRU [14]. The 
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BiLSTM model incorporates a trainable embedding layer that transforms each input token into a dense 

vector of dimension 128. This layer transforms each word in the input sequence into a dense, continuous-

valued vector representation of length 128. The embedding layer learns semantic relationships between 

words during training. Following the embedding layer, a Bidirectional LSTM layer with 64 hidden units 

in each direction. This layer processes the input sequence in both forward and backward directions, 

enabling the network to capture contextual information from past and future tokens simultaneously. The 

sequence output from the BiLSTM is passed to a GlobalMaxPooling1D layer, which reduces the 

temporal dimension across time steps for each feature map, thereby retaining the most salient features 

while reducing model complexity. The pooled feature vector is passed through a dense layer with 64 

units and ReLU activation, enabling non-linear transformations that enhance the model’s capacity to 

learn discriminative features. To mitigate overfitting, a Dropout layer with a rate of 0.5 is applied. 

Finally, a dense output layer with a single unit and sigmoid activation is employed to generate a 

probability score in the range [0,1], indicating the likelihood that the input text expresses a positive 

sentiment. This configuration is appropriate for binary classification tasks. Figure 2 showed the 

architecture of the BiLSTM and GRU. 

 

 
Figure 2. Deep sequencial representation, where: (a). BiLSTM architecture, (b). GRU architecture 

 

The proposed GRU as well as BiLSTM using embedding layers with a vector dimension of 128. 

Then, a GRU layer with 64 hidden units follows the embedding layer. This recurrent layer captures 

temporal dependencies within the sequence, effectively learning contextual patterns in the text. To 

reduce the dimensionality and retain the most salient features across time steps, a GlobalMaxPooling1D 

layer is applied. This layer extracts the maximum activation from each feature map across the sequence 

length, effectively summarizing the entire input into a fixed-size representation. The output from the 

pooling layer is fed into a Dense layer with 64 units and ReLU activation, introducing non-linearity and 

enabling the model to learn complex decision boundaries. ReLU activation is formulated as Eq.1 [20]: 

𝑓(𝑥) = max⁡(𝑥, 0)                                          (1) 

where 𝑥 is the input to the layer. To prevent overfitting, a Dropout layer with a rate of 0.5 is employed. 

This randomly deactivates half of the neurons during training, improving generalization. The final layer 

is a Dense layer with 1 output unit and a sigmoid activation function, which maps the output to a 

probability value between 0 and 1. This is appropriate for binary sentiment classification, where the 

output represents the probability of the input text being positive. Sigmoid activation function is 

calculated using Eq.2 [19]:  

𝜎(𝑥) =
1

1+𝑒−𝑥
                                               (2) 

In this research, the binary cross-entropy loss function is used due to its simplicity and its widespread 

use in binary classification tasks. The binary cross-entropy loss function is formulated as Eq.3 [18]: 

https://jutif.if.unsoed.ac.id/
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𝐻𝑝⁡(𝑞) = ⁡−
1

𝑁
⁡∑ 𝑦𝑖 . log(𝑝(𝑦𝑖)) + (1 − 𝑦𝑖).⁡ log(1 − 𝑝(𝑦𝑖))

𝑁
𝑖=1           (3) 

where 𝐻𝑝 ⁡(𝑞) is the loss value, 𝑁 is the number of dataset or batch, 𝑦𝑖 is the true label of dataset, 𝑝(𝑦𝑖) 

is the probability of the prediction results. 

2.4. Experiment Setup 

In this section, we describe the experimental setup used to evaluate the performance of BiLSTM 

and GRU models on the PREDECT-ID dataset. All experiments were conducted using Python 3.8 on a 

machine equipped with an NVIDIA RTX 3060 GPU. The dataset was split into training, validation and 

testing sets in an 80:10:10 ratio, and standard preprocessing steps were applied to normalize the 

Indonesian-language text data. The BiLSTM and GRU models were trained using the hyperparameter 

settings presented in Table 1. These hyperparameters are the best fine-tuned during training process. 

 

Table 1. Hyperparameters setting 

Hyperparameters Value 

Batch Size 32 

Embedding Dimension 128 

Dropout Rate 0.2, 0.5, 0.75 

Optimizer SGD, Adam 

Learning Rate 0.001 

Epoch 100 

Loss Function binary_crossentropy 

Activation Function Sigmoid  

 

To highlight the performance advantages of BiLSTM and GRU in sentiment analysis, this study 

compares the effectiveness of these models against several models, including LSTM [21, 22], [23], 

Support Vector Machine (SVM) [24], K-Nearest Neighbors (KNN) [25], Naïve Bayes [26], and Random 

Forest [27]. These models were selected to represent both deep and classical approaches in order to 

provide a comprehensive evaluation across different algorithmic paradigms.  To ensure consistency in 

feature representation, all models except LSTM used the Term Frequency–Inverse Document Frequency 

(TF-IDF) technique for feature extraction [28]. TF-IDF is a widely adopted method that emphasizes 

terms that are informative while reducing the weight of frequently occurring, sentiment-neutral words. 

This representation allows machine learning models such as SVM and Random Forest to focus on 

discriminative features that are most relevant to sentiment classification. Through this comparative 

framework, we aim to underscore the empirical advantages of deep learning models in handling 

linguistic nuances that are often challenging for traditional classifiers relying on sparse and shallow 

feature representations. 

2.5. Evaluation Metrics 

We evaluated the performance of BiLSTM and GRU using accuracy, recall, precision and f1-

score. These metrics are computed based on the confusion matrix, which records the counts of true 

positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). By using these 

metrics, we aim to obtain a robust and interpretable evaluation of each model’s effectiveness in real-

world sentiment analysis scenarios. 

Accuracy evaluates the overall correctness of the model’s predictions by calculating the ratio of 

correctly predicted instances to the total number of samples. Accuracy is formulated as Eq.4 [21, 28]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ⁡
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                        (4) 
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Recall quantifies the model's ability to correctly identify all relevant positive cases. Recall is 

calculated using Eq.5: 

𝑟𝑒𝑐𝑎𝑙𝑙 = ⁡
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                          (5) 

Precision measures the proportion of positive predictions that are truly positive, offering insight 

into the model’s reliability when predicting a specific class. Precision can be computed by Eq.6: 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ⁡
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                  (6) 

F1-score is the harmonic mean of precision and recall, providing a balanced metric especially 

useful in cases of class imbalance. F1-scores formulated as Eq.7: 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = ⁡
2×𝑅𝑒𝑐𝑎𝑙𝑙⁡×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                             (7) 

3. RESULT AND DISCUSSION 

This section presents and discusses the empirical findings obtained from the training and 

evaluation of the proposed deep learning models for sentiment classification of Indonesian-language e-

commerce product reviews. The analysis is structured into three main parts: training performance, 

testing results, and comparative evaluation with previous related studies.  

3.1. Training Results 

The training result is represented by learning curve behaviour across epochs. Learning curve that 

represented training accuracy and loss are visualized and discussed to analyze the convergence trends 

and model capacity.  

Figure 3 show training result on BiLSTM using SGD dan Adam optimizers. The learning curves 

indicate that SGD outperforms Adam in terms of stability, convergence, and generalization. SGD 

demonstrates a smooth and consistent reduction in loss during training, with training and validation 

losses closely following each other, which indicates effective generalization without overfitting. 

Validation accuracy also closely follows training accuracy, further emphasizing its robustness. In 

contrast, Adam exhibits rapid initial learning but struggles with overfitting. The rapid rise in training 

accuracy, followed by stagnation or decline in validation accuracy, points to Adam's inability to 

generalize well to unseen data. The fluctuations in the validation loss curve and the widening gap 

between training and validation accuracy highlight the instability in Adam's learning process. 

 

  
(a) SGD optimizer 

https://jutif.if.unsoed.ac.id/
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(b) Adam Optimizer 

Figure 3 Training Results using BiLSTM architecture  

 

 
(a) SGD Optimizer 

 
(b) Adam Optimizer 

Figure 4 Training Results using BiLSTM architecture 

 

Figure 4 shown the comparison between the SGD and Adam optimizers used in build GRU 

models that highlights significant differences in the training dynamics of the GRU model. When using 

the SGD optimizer, both training and validation loss resulted in a gradual and synchronized decline. The 

validation loss remains relatively stable toward the end of training, indicating that the model generalizes 

well to unseen data. Similarly, training and validation accuracy increase in parallel, reaching values 

above 0.95. This demonstrates that the model trained with SGD achieved a stable and balanced learning 

process, avoiding both overfitting and underfitting. 

https://jutif.if.unsoed.ac.id/
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In contrast, the Adam optimizer shows unstable learning behavior. Training loss drops rapidly to 

near zero within a few epochs, while validation loss increases and fluctuates significantly, especially 

around epoch 40. Training accuracy reaches almost 100% early, but validation accuracy remains 

stagnant and considerably lower. This reflects severe overfitting, where the model memorizes the 

training data but fails to learn generalized representations.  

We varied the dropout rate to identify the most effective model for learning patterns from the 

dataset. Figures 5 and 6 illustrate the training performance of models under different dropout 

configurations. The objective was to evaluate how regularization through dropout impacts model 

generalization. All models were trained using the SGD optimizer, as preliminary experiments revealed 

that the Adam optimizer failed to adequately learn the patterns in the dataset. Therefore, SGD was 

chosen for its more stable convergence behavior in this particular task and dataset context. 

 

 
(a) Dropout = 0.25 

 
(b) Dropout = 0.5 

 
(c) Dropout = 0.75 

Figure 5. Training results with various dropout on BiLSTM model 
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Based on Figure 5, the best model performance was achieved when the dataset was trained using 

a dropout rate of 0.5. In contrast, models trained with dropout values of 0.25 and 0.75 failed to converge 

within 100 epochs. Both models exhibit difficulties in learning from data, although for different reasons. 

In contrast, the model trained with a dropout rate of 0.5 exhibited the most balanced and stable learning 

curve. Training and validation loss decreased in sync, and both accuracies increased steadily to nearly 

100%. This indicates strong generalization and effective learning. Therefore, a dropout rate of 0.5 can 

be considered optimal for BiLSTM architectures to prevent both underfitting and overfitting. 

 

 
(a) Dropout = 0.25 

 
(b) Dropout = 0.5 

 
(c) Dropout = 0.75 

Figure 6. Training results with various dropout on GRU model 

 

According to Figure 6, the best model was represented by model trained using droput value of 

0.5. Models trained with dropout values of 0.25 and 0.75 failed to converge effectively within 100 

https://jutif.if.unsoed.ac.id/
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epochs, indicating that both configurations struggled to learn from the data. A small dropout value (0.25) 

causes insufficient regularization, leading to overfitting. This is reflected by the steep decline in training 

loss while the validation loss increases near the end of training. Although training accuracy reaches high 

values, validation accuracy stagnates and becomes unstable, showing poor generalization. Table 2 show 

comparison of dropout comparison used in training the model.  

Table 2 shows the effect of dropout variation on the performance of BiLSTM and GRU models. 

In BiLSTM, dropout 0.5 produces the best accuracy and loss, indicating a balance between 

generalization and overfitting. Meanwhile, GRU achieves the highest training accuracy at dropout 0.5, 

but the best validation occurs at dropout 0.25, despite the high training loss. Dropout 0.75 in both models 

decreases accuracy, indicating too many neurons are deactivated. Thus, dropout 0.5 in BiLSTM and 

GRU provides the most stable and accurate performance overall. 

 

Table 2. Comparison of dropout value for training model 

Dropout 

value 

Training 

accuracy 

Validation 

accuracy 

Training 

loss 

Validation 

loss 

  BiLSTM   

0.25 0.9344 0.8826 0.1031 0.2658 

0.5 0.9831 0.9792 0.0557 0.0611 

0.75 0.8981 0.8283 0.2011 0.0231 

  GRU   

0.25 0.9447 0.8832 0.2415 0.0732 

0.5 0.9923 0.9324 0.0262 0.2014 

0.75 0.8944 0.9201 0.1041 0.2421 

 

3.2. Testing Results  

The testing result section focuses on the evaluation of model performance on previously unseen 

data. Evaluation metrics including accuracy, precision, recall, and F1-score are presented to quantify the 

effectiveness of the models in binary sentiment classification. Additionally, confusion matrices are 

included to provide detailed insight into the distribution of correct and incorrect predictions. The 

findings are interpreted with respect to the models’ generalization ability and robustness in handling 

real-world product review data in the Indonesian language. 

 

 
Figure 7. Confusion Matrix, where: (a). BiLSTM trained model, (b). GRU trained model 

 

Based on Figure 7, it can be seen that 47 reviews that categorized as positive review is considered 

as negative. We analyzed and investigate that, Based on the confusion matrix results, it can be seen that 

https://jutif.if.unsoed.ac.id/


Jurnal Teknik Informatika (JUTIF)                             Vol. 6, No. 4, August 2025, Page. 1881-1896 
P-ISSN: 2723-3863                                                                                                           https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871                                                                  DOI: https://doi.org/10.52436/1.jutif.2025.6.4.4878 

 

 

1891 

GRU has a better ability in detecting positive sentiment, where GRU only incorrectly predicted 30 

positive sentiments while BiLSTM incorrectly detected up to 47 reviews. However, BiLSTM is very 

good at determining or predicting negative sentiment, where BiLSTM only incorrectly predicted 22 

negative sentiments while GRU reached 34. The classification results reveal distinct performance 

tendencies between GRU and BiLSTM architectures in sentiment analysis tasks.  Table 3 shown the 

example of GRU and BiLSTM correct and incorrect classify the reviews. 

 

Table 3. Examples of misprediction by BiLSTM dan GRU 

Reviews Label 
Predicted 

BiLSTM GRU 

mantaapppppppppplpll 

gannnnnnnnnn  
positive positive negative 

    

mantaapppppppppplpll 

gannnnnnnnnn  
positive positive negative 

    

Awalnya saya kira 

bagus, tapi ternyata 

biasa saja. 

negative positive negative 

    

Barangnya oke, tapi 

tidak seperti yang saya 

harapkan. 

negative positive negative 

 

According to Table 3, the BiLSTM and GRU models reveal important architectural implications 

in sentiment analysis tasks, particularly in processing informal and contrastive language structures. In 

two instances, the review “mantaapppppppppplpll gannnnnnnnnn” was accurately classified as positive 

by BiLSTM but incorrectly by GRU.  

3.3. Comparison with others 

This subsection compares the performance of the proposed models BiLSTM and GRU with 

results from previous works or baseline methods reported in the literature. The comparison highlights 

both quantitative improvements and architectural distinctions. Benchmark metrics from models such as 

LSTM, Naïve Bayes, and SVM are discussed to contextualize the contributions of this research. This 

comparison validates the effectiveness of the chosen architectures and demonstrates their applicability 

for sentiment analysis in low-resource language scenarios.  

 

Table 4. Comparison with others 

No Methods Accuracy Recall Precision F1-score 

1  GRU 94.07% 94.53% 93.84% 94.18% 

2 BiLSTM 93.61% 91.80% 95.99% 93.84% 

3 LSTM [29] 92.59% 90.23% 94.49% 92.31% 

4 Naive Bayes [30] 88.89% 84.59% 92.21% 88.24 

5 KNN [25] 87.69% 84.40% 89.98% 87.10% 

6 SVM [24] 90.46% 88.35% 91.98% 90.12% 

7 Random Forest [31] 89.54% 87.22% 91.16% 89.14% 

 

According to Table 4, the GRU model achieved the highest accuracy (94.07%) and F1-score 

(94.18%), with strong recall (94.53%) and balanced precision (93.84%), making it effective for general 

sentiment classification tasks. BiLSTM, on the other hand, attained the highest precision (95.99%) due 
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to its bidirectional structure, which enhances its ability to capture contextual sentiment shifts. However, 

its lower recall (91.80%) suggests a tendency to over-predict positives, making GRU more suitable for 

balanced performance across varied scenarios.  

3.4. Discussion  

The results showed that optimizers and dropout configurations affect the performance of deep 

learning architectures in sentiment analysis. SGD consistently yielded more stable convergence than 

Adam in both BiLSTM and GRU. Its use of averaged gradients ensures controlled updates, preventing 

drastic shifts in parameter space, and facilitating smoother generalization. Conversely, Adam's adaptive 

learning and momentum caused rapid convergence but often led to overfitting, particularly visible in 

GRU, where training accuracy soared while validation accuracy stagnated. These observations align 

with previous findings highlighting Adam’s sensitivity to small datasets and gradient noise in sequence 

models. 

Dropout regularization also played a critical role in model generalization. A dropout rate of 0.5 

provided the most balanced performance in both architectures. Lower dropout (0.25) resulted in 

inadequate regularization, causing the model to overfit, while higher dropout (0.75) impaired learning 

due to excessive neuron deactivation—leading to underfitting. The optimal performance at 0.5 reflects 

its ability to retain enough model capacity while reducing reliance on specific neurons, enhancing 

generalization. 

Based on model comparison, GRU performed better in identifying direct, explicit positive 

sentiment, particularly in syntactically simple reviews. However, its performance declined with 

informal, elongated expressions (e.g., “mantapppp”) or contrastive structures. BiLSTM, with its 

bidirectional design, effectively captured long-range dependencies and reversed sentiment patterns, 

making it more robust in identifying nuanced or implicit negative sentiment. This supports the 

conclusion that GRU favors recency and lexical clarity, while BiLSTM excels in processing structurally 

complex or noisy data. 

Compared with baseline methods, both GRU and BiLSTM demonstrated superior performance. 

GRU achieved the best overall balance across metrics, while BiLSTM achieved the highest precision. 

Traditional machine learning models like SVM and Naïve Bayes had lower performance, constrained 

by their reliance on manual feature extraction and limited adaptability-further validating the 

effectiveness of deep learning approaches for sentiment analysis in low-resource, real-world Indonesian 

datasets. 

4. CONCLUSION 

This study demonstrates the effectiveness of deep sequential models-particularly BiLSTM and 

GRU-for sentiment analysis in Indonesian-language e-commerce reviews. This research highlights the 

importance of context-aware architectures in capturing linguistic nuances within user-generated content. 

The experimental results reveal that GRU achieves the highest performance on most evaluation 

measures confirming its strength in processing bidirectional contextual information. Meanwhile, the 

BiLSTM model showing superior sensitivity in identifying positive sentiment. BiLSTM demonstrates 

comparative strength in recognizing explicit positive expressions, whereas GRU excels in interpreting 

complex or contrastive reviews-particularly those involving implicit or negative sentiments. 

Additionally, dropout regularization was found to significantly influence model performance, with 0.5 

being the most optimal for both architectures. When compared to classical machine learning models 

such as Naïve Bayes, SVM, KNN, and Random Forest, deep learning approaches demonstrated clear 

superiority, particularly in handling informal language and semantic shifts. The results confirm that deep 

sequential representations not only enhance classification performance in low-resource languages like 
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Indonesian but also serve as a foundational step toward building scalable, domain-specific NLP 

applications. In future work, we will explore cross-domain sentiment transfer techniques could further 

enhance model robustness when applied to varying product categories or contextual domains in 

Indonesian e-commerce reviews. 
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