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Abstract

Early detection of lung cancer is essential for improving treatment outcomes and patient survival rates. This paper
presents a comparative evaluation of two classification algorithms: Decision Tree and Random Forest, focusing on
both predictive performance and computational efficiency. The models were tested using 10-fold cross-validation to
ensure robustness. Both algorithms achieved the same accuracy of 93.3%. However, Random Forest slightly
outperformed Decision Tree in recall (88.8% vs. 87.9%), Fl-score (92.2% vs. 92.1%), and AUC (0.94 vs. 0.91),
while Decision Tree obtained higher precision (97% vs. 95.9%). In terms of computational efficiency, Decision Tree
demonstrated faster training and testing times, lower memory usage, and reduced energy consumption compared to
Random Forest. The results reveal a clear trade-off between prediction quality and resource usage, highlighting the
importance of selecting algorithms not only for their accuracy but also for their practicality in real-world healthcare
scenarios. This comprehensive evaluation provides valuable insights for developing intelligent decision support
systems that are both effective and resource-efficient, especially in environments with limited computing capacity.
These findings contribute to the advancement of resource-aware intelligent systems in the field of medical
informatics.

Keywords : Classification Performance, Computational Efficiency, Decision Tree, Lung Cancer, Random Forest,
Supervised Learning.
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1. INTRODUCTION

Lung cancer is one of the most prevalent types of cancer and a major contributor to cancer-related
deaths worldwide. By 2022, approximately 2.5 million individuals were diagnosed with this disease,
resulting in over 1.8 million fatalities. The mortality rate of lung cancer is more than twice that of
colorectal cancer, which ranks as the second leading cause of cancer-related deaths. However, in many
cases, lung cancer is preventable. Smoking remains the primary risk factor, accounting for around 85%
of cases. Additionally, exposure to hazardous substances such as second-hand smoke, indoor and
outdoor air pollution, diesel engine fumes, welding emissions, and asbestos also significantly contribute
to the development of lung cancer [1].

The Detection of diseases such as lung cancer is not a simple task as it involves various complex
risk factors such as genetics, lifestyle, environmental conditions, and other health conditions.
Conventional methods often used in diagnosis have limitations in dealing with this complexity. In
addition, they are often ineffective in providing accurate predictions, require high costs, long
examination times, and trained medical personnel [2]. Therefore, a more sophisticated, adaptive and
efficient approach is needed to improve early detection, thereby improving the patient’s chances of
recovery and reducing the mortality rate from lung cancer [3].
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With the technological advancements, artificial intelligence, particularly machine learning, has
become a new approach for diagnosing and predicting various diseases, including lung cancer [4], [5].
Machine learning, a subset of artificial intelligence, enables computers to analyze data and identify
patterns that may be challenging for humans to detect. In the medical field, this technology has been
utilized to enhance diagnostic accuracy, expedite the analysis of medical data, and support clinical
decision-making [6]. Some machine learning algorithms that have been widely used in disease
classification and prediction as well as predicting other things include methods such as Support Vector
Machine (SVM), Random Forest, Naive Bayes, Decision Tree, and K-Nearest Neighbor (KNN) [7], [8],
[9]. These algorithms have proven effective in analyzing complex data and producing accurate
predictions to detect some diseases at an early stage [10].

In addition to evaluating accuracy, it is essential to consider other metrics that offer a more
comprehensive understanding of an algorithm's efficiency and effectiveness in real-world applications,
such as execution time while training or testing, memory usage, and also energy consumption. Execution
time measures how fast the algorithm can process data and deliver results, which is important for
applications that require quick response in clinical situations. Memory usage describes how much
resources the algorithm needs to process data, which becomes an important factor when the algorithm
is implemented in devices with memory limitations. Meanwhile, energy consumption indicates how
efficient the algorithm is in terms of energy usage, which is an important consideration especially in
systems operating with limited resources or on a large scale that require long-term operational
efficiency. Therefore, although accuracy is an important factor, evaluation of these factors is also
important to select an algorithm that is not only accurate but also efficient in resource usage [11], [12].

Study [13] conducted a comparison and optimization for early diagnosis and classification of
lung cancer based on multi-feature clinical data, reporting an accuracy of 92% for SVM, 92% for
Random Forest, and 91% for Decision Tree. Study [14] analyzed a comparison between Decision Tree
and Random Forest in classifying health-related text data. The results showed an accuracy of 75% for
Decision Tree and 99% for Random Forest. Study [15] compared several algorithms for flood prediction
in rural areas. Random Forest achieved the best performance with an average accuracy of 99.05%, while
Naive Bayes demonstrated the fastest computational time. Study [16] measuring accuracy and also
measured memory and energy consumption with the best accuracy results achieved by KNN (92.88%)
and Random Forest (92.73%). Naive Bayes has the lowest energy consumption (12,387 J CPU, 10,036
J DRAM) but the accuracy is low (51.05%). Decision Tree uses the least memory (2.949 MB). Study
[17] conducted a performance analysis of four algorithms, with K-Nearest Neighbor (KNN) achieving
the highest accuracy of 95.16%.

Unlike several previous studies, this research aims to comprehensively evaluate the performance
of Decision Tree and Random Forest algorithms in predicting lung cancer by not only assessing
predictive metrics such as accuracy, precision, recall, Fl-score, and AUC, but also analyzing
computational efficiency factors including training and testing time, memory usage during training and
testing, as well as energy consumption during training and testing.

By integrating these two aspects—predictive performance and resource utilization—this study
provides a more holistic assessment that is rarely explored in the context of lung cancer prediction. The
findings are expected to contribute to the development of medical decision support systems that are both
accurate and computationally efficient, particularly for healthcare environments with limited resources.
Selecting the most appropriate algorithm based on these combined criteria will help enable practical and
cost-effective solutions for early lung cancer detection and potentially reduce its associated mortality
rate.
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2. METHOD

In order to facilitate the course of this research, a picture is made that can provide a systematic
visualization of the steps taken in this research. The following is shown in Figure 1 which is the research

flow:
Data Collection

Meodel Evaluation

Modeling
Data Preprocessing -
Decision Tree Random Forest
{using 10 fold) (using 10 fold)

Hif

Figure 1. Research Flow

Based on Figure 1, this research process begins with data collection, where relevant lung cancer
datasets are gathered from available sources. The next step is data preprocessing, which includes
cleaning and preparing the dataset to ensure quality and suitability for modeling. After preprocessing,
10-fold cross-validation is applied to improve the generalizability of the model and prevent overfitting.
The modeling stage involves building classification models using two algorithms: Decision Tree and
Random Forest, each evaluated through the 10-fold cross-validation technique. Finally, the models are
assessed in the model evaluation stage using various performance metrics such as accuracy, precision,
recall, Fl-score, AUC, as well as computational efficiency indicators including training time, testing
time, memory usage, and energy consumption.

All experiments in this study were carried out on a single hardware platform. The stages of
notebook creation, coding, training, testing, and evaluation were performed on a personal computer
equipped with an Intel 17-10610U CPU @ 1.80 GHz, 16 GB RAM, and running Linux Ubuntu 24.04
LTS. Coding was conducted using Visual Studio Code with Jupyter and Python extensions to provide
an integrated environment for model development, testing, and performance evaluation. To facilitate
reproducibility and further development, the complete source code is publicly available at the following
GitHub repository link https://github.com/yashlan/lung-cancer-prediction.

2.1. Data Collection

Datasets used in a study are generally obtained from various sources. One platform that is often
used to obtain and analyze datasets is Kaggle. The dataset used must contain data that is relevant to the
research objectives [18]. In this context, the dataset used to build the prediction model must be related
to lung cancer detection.

2.2. Data Preprocessing

At this stage, a series of pre-processing steps will be carried out to enhance data quality. The first
step involves data cleaning, which includes eliminating irrelevant or corrupted entries, such as missing
or duplicate values. Subsequently, data transformation is applied to convert raw data into an appropriate
format, including normalization and encoding for categorical variables. Lastly, feature selection is
conducted to identify the most relevant attributes based on prior research and initial data exploration
[19].
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2.3. Cross Validation

In this research, a 10-fold cross-validation technique was implemented to evaluate the model's
performance more reliably. The dataset was split into ten equal parts. In every iteration, one part served
as the test set, while the remaining nine were used for training. This process was carried out ten times,
ensuring that each subset was used once as test data. This strategy helps minimize bias and maximizes
the usage of available data for training. Additionally, during each iteration, the model's parameters were
updated, contributing to an overall improvement in its performance [20]. The general workflow is
illustrated in Figure 2.

Data
Fold 1 Training Test |.
Fold 2 Test & \\‘
Fold 3 Test _____:"'{Avelage
Fold 4-9 ' Pl Msisins
 of Performance
Fold 10 | Test g

Figure 2. 10-fold Cross Validation Workflow

2.4. Modeling

During the modeling phase, the Decision Tree and Random Forest algorithms are employed to
develop a predictive model. Decision Tree is a non-parametric supervised learning method commonly
used for both classification and regression tasks. It features a hierarchical tree-like structure composed
of root nodes, branches, internal nodes, and leaf nodes. The foundation of several widely used decision
tree algorithms can be traced back to Hunt’s algorithm, which was introduced in the 1960s to simulate
human learning in psychology. This algorithm served as the basis for many well-known decision tree
methods, including the following:

a) ID3: Developed by Ross Quinlan, the ID3 algorithm, or "Iterative Dichotomizer 3," applies
entropy and information gain to assess potential splits in the data. Quinlan's research on this
method, dating back to 1986, provides insights into its development and application.

b)  C4.5: As an improved version of the ID3 algorithm, which was also created by Quinlan, C4.5
enhances decision tree construction by incorporating both information gain and gain ratio as
criteria for determining optimal split points.

c) CART: Short for "Classification and Regression Trees," this algorithm was introduced by Leo
Breiman. It commonly employs Gini impurity to determine the optimal attribute for splitting. Gini
impurity quantifies the likelihood of a randomly chosen attribute being misclassified, with lower
values indicating a more effective split [21].

This research will use the CART type Decision Tree method for the classification process. The
CART method is used to build decision trees in classification and regression. The process includes
attribute selection, data splitting, tree building, pruning to prevent overfitting, and evaluation of results
to ensure good performance on new data. In decision tree development, impurity is used to select
splitting attributes. One method is the Gini Index, which determines the optimal split point. A lower
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Gini Index value indicates a higher degree of similarity. The formula for Gini Index on a dataset with m
classes is given in equation (1):

Gini(T) = 1 — X7, p? ey

The dataset is partitioned into two subsets based on the attribute with the lowest Gini Index value.
When the data is split into two groups, D1 and D2, the Gini Index is determined using the following
equation (2):

Giniy (D) = % - Gini(Dy) + % - Gini(D,)(2)

This process results in a decision tree that can classify new data by identifying patterns learned
from the training dataset [22].

Random Forest, developed by Leo Breiman and Adele Cutler, is a machine learning algorithm
that enhances prediction accuracy by combining multiple decision trees. It improves upon traditional
bagging by introducing feature bagging, where a random subset of features is chosen at each tree split
to reduce correlation and improve generalization. Before training, key hyperparameters such as the
number of trees, node size, and selected features must be set. Each tree is trained using bootstrap
sampling, where data points are randomly selected with replacement, while about one-third of the dataset
is left out as out-of-bag (OOB) samples for performance evaluation. This method helps assess accuracy
without needing a separate validation set. For regression, predictions are averaged across all trees,
whereas classification relies on majority voting. By incorporating both bootstrapping and feature
selection, Random Forest enhances robustness, minimizes overfitting, and remains a reliable choice for
various machine learning applications. The OOB samples serve as a form of cross-validation, enhancing
the reliability and accuracy of the model [23]. The following Equation (3) can be used to determine the
most dominant class in Random Forest [24]:

f(x) = Average(fl(x),fz(x), ""fn(x)) (3)

2.5. Model Evaluation

The evaluation at this stage is conducted to compare the performance of the models. By measuring
accuracy, precision, recall, and F1-score metrics, this evaluation reveals the effectiveness of each model.
In this experiment, standard 10-fold K-Fold Cross Validation is used. An evaluation using AUC (Area
Under the Curve) was also conducted to assess the classification performance of the model. AUC has a
value of 0 to 1, the closer to 1 the better the model performance. AUC provides a good measure for
binary and multiple-class classification problems, indicating the ability of the model to distinguish
between positive and negative categories. The following equations (4) - (7) will be used [25]:

True Positive+True Negative
TP+TN+FP+FN

Accuracy = X 100%(4)

Precision = True Positive X 100%(5)

True Positive+False Positive

Recall = True Positive % 100% (6)

True Positive+False Negative

F1-Score = 2 x tedsionx®eall 44600 (7)

Precision+Recall

In addition, the computational efficiency of each algorithm is evaluated based on several
performance metrics, namely execution time, memory usage, and energy consumption. Execution time
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refers to the duration in seconds or minutes required by the algorithm to complete one training or testing
iteration, which was measured using Python’s built-in time module. Memory usage indicates the amount
of memory used during the process in one Megabyte (MB), tracked with the tracemalloc module [26],
[27]. While energy consumption measures the amount of energy consumed by the algorithm during
training or testing in Joules, obtained using the pyRAPL library, which utilizes the Running Average
Power Limit (RAPL) interface [28]. This can provide important information about the practicality of
each approach in detecting lung cancer. The energy equation (8) is as follows [29]:

Energy (J) = Power (W) X Time (s) ®)
3.  RESULT

3.1. Data Collection

The dataset used in this study consists of 1157 instances and a total of 16 attributes. The attributes
include patient-related information such as Gender, Age, as well as various risk factors and medical
symptoms experienced by the patient. The risk factors include Smoking, Yellow Finger, Anxiety, and
others. Meanwhile, medical symptoms include Wheezing, Shortness of Breath, Difficulty Swallowing,
Chest Pain, and Lung Cancer which is the target variable. The last column, Lung Cancer, serves as a
target variable with a binary category indicating whether the patient is diagnosed with lung cancer.
These columns collectively offer a detailed summary of the patient's health status, potential risk factors,
and symptoms, which is crucial for evaluating and predicting the lung cancer probability by using
machine learning techniques. The structure of the lung cancer dataset is shown in Figure 3.

CHRONIC ALCOHOL SHORTNESS OF SHALLOWING CHEST
§ P T ‘ G
GENDER AGE SMOKING YELLOW_FINGERS ANXIETY PEER_PRESSURE prsease FATIGUE ALLERGY WHEEZING consming  SOVOHING BREATH DIFFIOULTY patn UNG_CANCER

1 2 2 2 2 2 2 2 YES

YES

1

2 2 2 2 2 1 2 NO
1 NO
1

1 NO

NO

1
1
1
1
1

Figure 3. Lung Cancer Dataset

Figure 3 displays the structure of the lung cancer dataset, where each row represents an individual
patient and each column corresponds to a specific feature, such as demographic attributes, risk factors,
and symptoms. Categorical variables such as Gender are numerically encoded (1 = Male, 0 = Female),
and the target variable Lung Cancer is labeled as ‘1’ for patients diagnosed with lung cancer and ‘0’ for
those without. This representation ensures that the data is suitable for processing by machine learning
algorithms.

3.2. Data Preprocessing

In this stage, the data will be converted into a dataframe, then a data type check is performed.
Furthermore, it will be checked whether there are null or missing values in these features. In the Gender
and Lung Cancer features, the data type needs to be changed to integer because the contents of these
features must be represented in numeric form. The value on the Gender feature will be converted, with
‘M’ converted to 1 and ‘F’ to 0, while on the Lung Cancer feature, the value “YES’ will be converted to
1 and ‘NO’ to 0. And for the final result of preprocessing can be seen in Figure 4.
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11852 1
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1

1156 0

1157 rows x 16 columns

Figure 4. Preprocessing Data Result

Figure 4 illustrates the final result of the preprocessing stage, where all categorical data have been
numerically encoded. For example, the 'Gender' feature is represented as 1 for male and 0 for female,
while the 'Lung Cancer' target variable is encoded as 1 for positive cases and 0 for negative cases. This
transformation ensures compatibility with machine learning algorithms that require numerical input.

3.3. Cross Validation

To thoroughly evaluate the performance of the model and ensure more stable results, a 10-fold
cross validation technique is used. The data will be divided into 10 equal parts (folds). One fold is used
as test data, while the other nine folds are used as training data. The following code implementation can
be seen in Figure 5.

kFold 10 Split

[ 1 # Angka 42

Figure 5. Cross Validation Setup

Figure 5 shows the implementation of the 10-fold cross-validation technique using the KFold
function from the Scikit-learn library. The parameter n_splits=10 specifies that the data is divided into
10 folds. The shuffle=True option ensures that the data is randomly shuffled before splitting, helping to
reduce bias in the training and testing sets. The random_state=42 parameter is used to maintain result
reproducibility, where the number 42 is commonly used as a standard seed value in machine learning
practices, as also noted in the Scikit-learn documentation. This setup helps ensure that the model
evaluation is both reliable and consistent across different runs.

3.4. Model Evaluation

At this stage, the two classification models used, namely Decision Tree (DT) and Random Forest
(RF), were evaluated. The evaluation is conducted from two main aspects, namely predictive
performance and computational efficiency. Predictive performance was assessed based on metrics such
as accuracy, and other using a 10-fold cross-validation technique to ensure stable and reliable results.

Furthermore, the computational efficiency of both models was analyzed by measuring time,
memory, and CPU or DRAM consumption. The purpose of this analysis is to understand not only how
well the models predict, but also how efficiently computational resources are used, so as to assess the
feasibility of implementing them in real systems.

3.4.1. Model Performance Evaluation

The following are the average predictive performance evaluation results of the Decision Tree and
Random Forest models based on the 10-fold cross-validation technique presented in Table 1.
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Table 1. Model Performances

Metric Decision Tree Random Forest
Accuracy (%) 93.3% 93.3%
Precision (%) 97% 95.9%

Recall (%) 87.9% 88.8%
F1-Score (%) 92.1% 92.2%
AUC (0.00) 0.91 0.94

Based on the 10-fold cross-validation results, both models have the same accuracy of 93.3%.
Decision Tree recorded higher precision (97%) than Random Forest (95.9%), while Random Forest
excelled in recall (88.8% vs 87.9%), Fl-score (92.2% vs 92.1%), and AUC (0.94 vs 0.91). The
differences between metrics are relatively small. These results suggest that while both models provide
comparable accuracy, Random Forest may be preferable when sensitivity (recall) is prioritized, such as
in early cancer detection scenarios where missing a positive case is critical. On the other hand, Decision
Tree offers higher precision, which may reduce false positives in certain screening applications.

3.4.2. Model Efficiency Evaluation

The following are the results of the model efficiency evaluation based on execution time, memory
usage, and energy consumption during the training and testing process. Details of these results can be
seen in Table 2.

Table 2. Model Computational Efficiencies
Training Memory Testing Memory Training Energy Testing Energy
Usage (MB) Usage (MB) Usage (J) Usage (J)
Training  Testing  Current Peak Current Peak CPU DRAM CPU DRAM
Decision 0.0140 0.0066 0.0027  0.1860  0.0012  0.0230  0.0627  0.0177  0.0369  0.0121
Tree

Random 0.7139 0.0386 0.0699 0.2270 0.0087 0.0248  2.8809 1.1854 0.1721 0.0666
Forest

Execution Time (s)
Model

Decision Tree has a much faster training (0.0140 s) and testing (0.0066 s) time than Random
Forest (0.7139 s and 0.0386 s). In terms of memory, Decision Tree also uses less memory both during
training (current 0.0027 MB, peak 0.1860 MB) and testing (current 0.0012 MB, peak 0.0230 MB) than
Random Forest. For energy, Decision Tree requires less CPU and DRAM energy in training (0.0627 J
and 0.0177 J) and testing (0.0369 J and 0.0121 J) than Random Forest. In terms of this computational
efficiency, Decision Tree consistently outperformed Random Forest across all resource usage metrics,
making it more suitable for deployment in resource-limited environments such as portable medical
devices.

3.5. Comparison With Other Studies

Comparisons were made based on all performance and computational efficiency metrics, as
shown in Table 3 and Table 4 below.

The Random Forest model in this study produced competitive performance compared to other
studies, with an accuracy value of 93.3%, F1-score of 92.2%, and AUC of 0.94. Although some studies
such as Study [15] show very high accuracy on smaller datasets, most studies do not present complete
metrics, especially AUC values. This shows the importance of reporting metrics thoroughly for a more
comprehensive evaluation of model performance.
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Table 3. Comparison of the Proposed Performance Model with Other Studies

Accuracy Precision Recall F1-Score AUC
Reference Model %) %) %) %) (0.00)
Study [13] Decision 91% 95.7% 93.7% 83% 0.87
Tree
Random 92.8% 95.8% 95.8% 85.5% 0.96
Forest
Study [14] Decision 75.2% - - - -
Tree
Random 99.4% - - - -
Forest
Study [15] Decision 99.6% 99.6% 99.6% 98.6% -
Tree
Random 99.4% 99.5% 99.5% 99.5% -
Forest
Study [16] Decision 78.4% 79.5% 78.4% 74.3% -
Tree
Random 94% 93.7% 94% 93.6% -
Forest
Study [17] Decision 91.9% 73.6% 70% 77.7% -
Tree
Random 91.9% 73.6% 70% 77.7% -
Forest
This Decision 93.3% 97% 87.9% 92.1% 0.91
Study Tree
Random 93.3% 95.9% 88.8% 92.2% 0.94
Forest

Table 4. Comparison of the Proposed Computational Efficiency Model with Other Studies

Dataset . . Training Memory Testing Memory Training Energy Usage Testing Energy
Referenc Size Model Execution Time (s) Usage (MB) Usage (MB) J) Usage (J)
e (Instances Trainin Testin Curren Peak Curren Peak CPU DRAM CcPU DRA
) g g t M
Study 309 Decisio - -
[13] n Tree
Random
Forest
Study 7.570 Decisio
[14] n Tree
Random
Forest
Study 1.460 Decisio 4.17 0.25
[15] n Tree
Random 4.45 0.24
Forest
Study 257.673 Decisio 2.949 4018.42 14184.38 10641.12
[16] n Tree 2 1 5
Random 38.149 4018.42 12749.07 10143.53
Forest 1 0 2
Study 3.001 Decisio - - -
[17] n Tree
Random
Forest
This 1.157 Decisio 0.0140 0.0066 0.0027 0.1860 0.0012 0.023 0.0627 0.0177 0.036 0.0121
Study n Tree 0 9
Random 0.7139 0.0386 0.0699 0.2270 0.0087 0.024 2.8809 1.1854 0.172 0.0666
Forest 8 1
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Table 4 shows that in Study [15], Decision Tree has a faster training time than Random Forest. In
Study [16], the current memory usage for Decision Tree is also smaller, similar to the results in this
study. However, in terms of energy consumption during training, Random Forest in Study [16] showed
lower CPU and DRAM energy usage than Decision Tree. In contrast, in this study, Decision Tree
actually consumed lower CPU and DRAM energy than Random Forest. This difference shows that
computational efficiency is not only affected by the type of algorithm, but also by the implementation
context and the characteristics of the dataset used.

4. DISCUSSIONS

This study systematically compared the predictive performance and computational efficiency of
Decision Tree and Random Forest algorithms in predicting lung cancer based on a dataset consisting of
1,157 patient records. The evaluation was conducted using a 10-fold cross-validation technique to ensure
reliable and consistent results.

4.1. Predictive Performance Analysis

The results show that both algorithms achieved the same accuracy (93.3%). However, Random
Forest outperformed Decision Tree in several other metrics, including recall (88.8% vs. 87.9%), F1-
score (92.2% vs. 92.1%), and AUC (0.94 vs. 0.91). This indicates that Random Forest is better at
identifying positive lung cancer cases, making it a more suitable option for medical applications that
require high sensitivity.

Although Decision Tree recorded a slightly higher precision (97%) than Random Forest (95.9%),
its lower recall suggests it is more prone to missing actual positive cases, which is a critical limitation
in cancer diagnosis scenarios.

4.2. Computational Efficiency Analysis

In terms of computational efficiency, Decision Tree was significantly faster and lighter. The
model training time for Decision Tree was only 0.0140 seconds, and the testing time was 0.0066
seconds, whereas Random Forest required 0.7139 seconds for training and 0.0386 seconds for testing.
Memory usage and energy consumption were also considerably lower in Decision Tree compared to
Random Forest, confirming its suitability for environments with limited computational resources.

These findings highlight the trade-off between accuracy and efficiency, where Decision Tree
excels in lightweight computation but with slightly reduced robustness, and Random Forest provides
higher prediction quality at the cost of more resources.

4.3. Comparison with Previous Studies

The performance of the models in this study is competitive when compared to previous works.
While some studies reported higher accuracy values, most did not include complete evaluation metrics,
especially AUC, energy consumption, and memory usage as presented in this study (see [13]-[17]).

Unlike most previous studies that focused solely on predictive accuracy, this study provides a
novel contribution by offering a dual-perspective evaluation that includes both predictive performance
and computational efficiency. It also incorporates metrics such as memory usage and energy
consumption, which are rarely reported in related research. These additions offer practical insights for
selecting machine learning models suitable for real-world healthcare systems, particularly those with
limited computational resources.

This dual-perspective evaluation contributes to the development of resource-aware intelligent
systems in medical informatics, particularly for early lung cancer detection. However, this study has
certain limitations, as the dataset used was obtained from Kaggle, an open-source data platform, rather
than from real clinical environments. As a result, the models may not fully capture the variability and
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complexity present in actual hospital or clinical data, which could affect their generalizability to real-
world medical applications.

5. CONCLUSION

This study has demonstrated that both Decision Tree and Random Forest algorithms are capable
of producing high accuracy in predicting lung cancer based on clinical datasets. Nevertheless, Random
Forest consistently outperformed Decision Tree in several critical metrics, particularly recall, F1-score,
and AUC. These results suggest that Random Forest provides a more balanced and reliable predictive
capability, especially when the primary objective is to correctly identify patients at risk.

Conversely, the Decision Tree algorithm exhibited considerably better computational efficiency.
It required less memory, consumed less energy, and executed faster, making it a more practical choice
for deployment in environments with limited computational resources or in systems that demand real-
time processing.

Therefore, the selection of the most appropriate algorithm should align with the intended
application. For scenarios that prioritize predictive reliability and robustness, Random Forest is
recommended. In contrast, when computational efficiency and speed are more critical, Decision Tree
can serve as a viable and effective alternative.

This research enriches the understanding of machine learning algorithm suitability for real-time
medical diagnostic applications, particularly in resource-constrained healthcare environments. Future
research is encouraged to extend this work by investigating more sophisticated ensemble learning
methods such as XGBoost or LightGBM, as well as incorporating explainable Al techniques to improve
model transparency and trustworthiness. Furthermore, validation using actual clinical data from
hospitals is crucial to ensure the applicability and generalizability of these models in real-world medical
settings.
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