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Abstract 

Employee recruitment is one of the crucial processes in human resource management that has a direct impact on the 

performance and success of the company. In the digital era, the use of Machine Learning (ML) in candidate selection 

processes is increasingly prevalent due to its ability to enhance efficiency, accuracy, and transparency. This research 

is important because conventional recruitment methods often face issues such as subjective bias, slow processing 

times, and limitations in assessing a candidate’s true potential. ML offers a more objective, data-driven, and faster 

approach, enabling companies to identify the best candidates more effectively. This study aims to identify the main 

features that influence recruitment decisions, as well as evaluate the effectiveness and interpretability of several ML 

models, namely Boruta, CatBoost, Lasso Regression, Logistic Regression, Natural Language Processing (NLP), and 

Recursive Feature Elimination (RFE). This study uses a dataset consisting of 1,501 samples with 10 features and one 

class variable (0 = Not Hired, 1 = Hired). The evaluation is carried out based on the ability of each model to identify 

the features that make the most significant contribution to the classification results. This study has several limitations, 

particularly the potential bias in the data, such as demographic bias that may be reflected in historical recruitment 

decisions. This could lead the ML models to replicate or even reinforce such biases. Additionally, the limited dataset 

size may affect the models' ability to generalize to new data. In the context of this study, the main parameter used to 

assess the superiority of the model is the most dominant feature or the highest feature produced by each method. The 

test results show that the Boruta model identifies Gender as the most influential feature, while the CatBoost, Lasso 

Regression, Logistic Regression, and NLP models consistently place Recruitment Strategy as the most significant 

feature in predicting candidate eligibility. Meanwhile, the RFE model produces Distance from the Company as the 

highest feature that influences recruitment decisions. The uniqueness of this study lies in its approach that integrates 

feature interpretability models within the real-world context of recruitment decision-making. This approach not only 

emphasizes prediction accuracy but also promotes transparency and a clear understanding of the rationale behind 

each decision. It supports the development of a fairer and more accountable selection process, particularly by 

minimizing unconscious bias in data-driven recruitment systems. From a practical standpoint, the findings are highly 

relevant for human resource professionals, as the identified key features can be used to design more objective 

selection strategies and enhance the efficiency of candidate evaluations. Therefore, this study makes a tangible 

contribution to the advancement of modern, technology-based recruitment systems that prioritize fairness and 

decision-making efficiency. Additionally, the selection of evaluation metrics could be further elaborated to strengthen 

the analysis, for example by presenting the overall accuracy of each model or comparing them with alternative 

approaches to provide a more comprehensive view of the models' performance. 
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1. INTRODUCTION 

Employee recruitment is one of the processes of searching for human resources that includes 

stages to select and obtain the most suitable or appropriate candidates for the company [1]. Stages 

include compiling job criteria and specifications, with the dissemination of information through job 

advertisements, social media, or through colleagues [2]. It is very important to align the message with 

the company's vision and values so that the company succeeds in achieving its goals [3]. 

After the vacancy announcement, the next step is screening through application files, interviews, 

and tests. This process is intended to see the abilities and suitability that match the criteria sought [4]. 

Thus, good recruitment helps companies build productive teams that help achieve the company's long-

term planning goals [5],[6]. 

Some of the problems that often occur in terms of employee recruitment are the gap between the 

company's needs and the quality of existing candidates. As a result, many companies do not get 

candidates who do not match the required qualifications, especially when those who will work are not 

by their portion, even if there are sometimes candidates who have to be trained or taught again which 

has a long impact on the process to be truly competent in working [7]. 

One of the biggest challenges in the recruitment process is the uncertainty or lack of clarity 

regarding the characteristics or criteria that should form the basis for hiring decisions. In addition, 

companies aim to allocate candidates who possess not only work experience or technical skills but also 

strong communication and teamwork abilities. This issue has a tangible impact on companies and the 

industry, as poor hiring decisions can lead to decreased productivity, increased training costs, and high 

employee turnover rates, ultimately affecting business competitiveness and sustainability. 

This problem is further complicated by the fact that the field of work is constantly changing, and 

employees must be very flexible. In other words, companies must identify the individual needs of each 

position more carefully and evaluate the prospects of prospective candidates. In this way, companies 

identify the highest features that are relevant to each criterion and recruitment becomes more effective 

and efficient. 

One potential solution to address recruitment challenges is the utilization of ML technology, 

particularly through top feature selection techniques. This approach allows companies to analyze 

historical data from employees who were either successful or unsuccessful in previous roles, in order to 

identify which features consistently have the most significant impact on recruitment outcomes. By 

applying specific algorithms, ML helps organizations uncover important patterns that may not be easily 

detected through manual evaluation. ML plays a strategic role in tackling modern recruitment 

challenges, such as handling a large volume of applicants, limited time for candidate evaluation, and the 

need for objective and unbiased decision-making. In addition to automating the initial screening process, 

ML provides data-driven insights into the characteristics of candidates that best match the company’s 

requirements. The dataset used in this study reflects a broad spectrum of recruitment needs, consisting 

of 1,501 samples with ten diverse candidate features, including recruitment strategy, educational 

background, work experience, distance from the company, and location preferences. This diversity 

offers a representative overview of real-world hiring dynamics and enables the evaluation of ML models 

in a realistic and practically applicable recruitment context. 

Previous studies have extensively explored the application of ML in employee recruitment, 

highlighting its potential to automate candidate screening, extract predictive features, and improve the 

quality of selection decisions. ML has proven effective in accelerating recruitment processes that are 

otherwise complex and time-consuming when conducted manually, particularly during the initial 

document review and candidate evaluation stages [8],[9]. It also offers cost efficiency and improved 

predictive accuracy [10]. Various models have been employed, including Random Forest, Logistic 

Regression, K-Nearest Neighbors (K-NN), and Natural Language Processing (NLP) using classification 
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techniques [11],[12],[13]. Other studies have utilized models such as CatBoost, KD-Trees, and ensemble 

learning approaches to achieve more objective and efficient outcomes [14],[15],[16]. However, as the 

volume and complexity of recruitment data increase—encompassing aspects such as cultural diversity, 

ethics, talent, and privacy—more sophisticated approaches like Neural Networks are required to capture 

nonlinear patterns and handle large-scale data effectively [17],[18],[19],[20]. Nonetheless, many ML 

applications in recruitment remain overly focused on predictive accuracy, often overlooking 

transparency and interpretability. This leads to the so-called "black box" problem, where model 

decisions are difficult to understand or explain to non-technical users [21],[22],[23]. To address this 

issue, feature selection has emerged as a more interpretable and informative ML approach, allowing the 

identification of the most relevant attributes in the employee recruitment and selection process [24], 

[25]. 

By leveraging ML, companies can enhance the process of determining employee selection 

criteria, making it more detailed, efficient, and data-driven. One of the key advantages is the ability to 

analyze historical performance data to identify and prioritize the most relevant features. This approach 

integrates various pertinent parameters, enabling not only a reduction in the time required to identify 

suitable candidates but also promoting a more transparent, objective, and error-resistant selection 

process. The feature selection model employed in this study represents an application of established ML 

techniques within a novel context—namely, prediction and interpretability in employee recruitment. 

Ultimately, more accurate and informed decision-making facilitates the selection of high-performing 

teams, contributing to the development of a work culture that fosters innovation and strengthens 

competitive advantage. 

Therefore, the contribution of this research is: 

1. Model interpretation is also presented in the form of a bar chart which provides information on 

the highest importance of features and reduces uncertainty in determining the most relevant and 

objective selection criteria. 

2. Provides literature in the comparison of six models in the selection of the highest features, and 

also provides an in-depth understanding of the advantages and limitations of each model. 

3. Development of new models in evaluation using models based on candidate selection through the 

highest or most influential feature search method to better understand the dynamics of company 

needs. 

2. SIMILAR PREVIOUS RESEARCH 

One of the main advantages of various ML tasks is its ability to perform feature selection 

automatically, quickly, and easily [26],[27]. This process allows to identify and select the most relevant 

variables for analysis, thereby reducing data problems and increasing model efficiency [28]. With 

feature selection, ML can eliminate unimportant data, which in turn helps reduce overfitting, improve 

model accuracy, and speed up training time [29]. Another advantage is that the resulting model becomes 

simpler and easier to interpret, so it can be used to make more informed decisions based on relevant data 

[30],[31]. 

In terms of employee recruitment, feature selection methods are instrumental and important, 

especially considering the diversity of candidate data that must be analyzed to determine their suitability 

for job placement. Using the right and appropriate feature model is the key to filtering relevant 

information from the available data so that it can form a more accurate predictive model in assessing 

prospective employees. In addition, not only in recruitment but also factors that can contribute to the 

success of candidates in the work environment, such as cultural fit and individual motivation [32]. 

There are various ML models that are often used for feature selection, each with different 

approaches and techniques, thus providing many options to choose the one that best suits the needs of 
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data analysis. The model that is often used is Boruta. Several studies with this model are selecting or 

searching for influential features in predicting heart disease [33], diabetes [34], prostate cancer [35], 

stock price prediction [36]. 

In addition, other models CatBoost, and some studies in feature search such as cervical cancer 

prediction [37], battery health [38], and soil resistance structure [39]. In addition, the Least Absolute 

Shrinkage and Selection Operator (Lasso Regression) is one of the models used to determine Bitcoin 

transaction fees [40], credit risk evaluation [41], and genomic cancer feature search [42]. Another model 

in feature selection is Logistic Regression and several studies use this model such as the selection of 

colorectal cancer features [43], and breast cancer [44]. Meanwhile, the Recursive Feature Elimination 

model abbreviated as RFE, and several others are used in research in feature selection such as the 

selection of colorectal cancer features [45], Parkinson's [46] and liver [47]. Finally, the model that is 

often used is Natural Language Processing known as NLP, although it is often used in sentiment 

analysis, it can be used in feature selection such as inappropriate content [48] and Arabic dialects [49]. 

This study presents a comprehensive approach to feature selection and predictive modeling for 

employee recruitment using a comparative analysis of several machine learning techniques. Employing 

multiple models enables the identification of the most influential features, thereby improving both 

predictive performance and interpretability. The Boruta algorithm, built upon the Random Forest 

ensemble, effectively selects all relevant features by leveraging the robustness of multiple decision trees. 

CatBoost demonstrates superior performance in handling categorical variables, offering a powerful 

mechanism for identifying significant predictors in structured datasets. Lasso Regression introduces 

regularization to eliminate irrelevant or redundant features, enhancing the model’s generalizability and 

interpretability. Logistic Regression serves as a reliable and interpretable baseline model for binary 

classification tasks within recruitment contexts. Recursive Feature Elimination (RFE) iteratively refines 

feature subsets by evaluating their contributions to model performance, facilitating the selection of an 

optimal feature set. Additionally, Natural Language Processing (NLP) techniques are employed to 

extract meaningful features from unstructured text data such as resumes, cover letters, and job 

descriptions, enriching the overall feature space with context-sensitive linguistic information. The 

integration of these methodologies supports the development of a robust, accurate, and interpretable 

recruitment prediction framework, capable of assisting decision-makers in enhancing the efficiency and 

fairness of the candidate selection process. Compared to standalone methods like Random Forest or 

interpretability tools such as SHAP, this integrated approach offers a more holistic and practical solution. 

While Random Forest provides high predictive power, it often lacks transparency in feature importance 

without further interpretation tools. Similarly, SHAP values—although powerful in explaining model 

outputs—can be computationally intensive and complex to implement across multiple models. By 

combining diverse models and selection techniques, this study ensures both performance and 

interpretability without over-reliance on a single method, offering more balanced and actionable insights 

for real-world recruitment decisions. 

3. RESEARCH METHODOLOGY 

This study is an experimental research employing a quantitative approach, grounded in a 

systematic review of relevant literature and theoretical frameworks. The primary focus of this research 

is to implement ML models to identify the most significant features influencing candidate selection 

processes. The objective is to provide meaningful scientific contributions to the development of data-

driven recruitment systems and to address research questions related to model performance comparison 

and the selection of the most relevant features for successful recruitment, as outlined in Figure 1. 
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Figure 1. Framework Model 

 

3.1. Datasets 

This section aims to identify the data used in this study and ensure that the data can be tested 

effectively and relevantly. Table 1 shows the dataset used in this study, which was obtained from the 

Kaggle ML Repository and is licensed under CC BY 4.0. The dataset is accessible via 

https://www.kaggle.com/datasets/rabieelkharoua/predicting-hiring-decisions-in-recruitment-data, and 

consists of data contributed by the machine learning community for analysis using various algorithms. 

This dataset is open to the public and is updated regularly. The dataset consists of 1501 samples, with 

10 features and 1 class (0 = Not Hired, 1 = Hired). The purpose of this dataset is to identify important 

factors to help predict hiring decisions. 

This information reflects the challenges in the employee selection process due to the variety of 

factors and attributes used to evaluate candidates. As methods and strategies in this field evolve, so does 

the use of new tools and techniques to assess candidates. However, there are some limitations, such as 

the lack of current data that includes changes in the features of the selection process, and the reliance on 

variables that may not always be relevant or reflect the company’s current needs. Additionally, this 

information may not fully reflect practices across industries or regions, as much of the data comes from 

a single source. Nevertheless, the analysis performed still provides valuable insights to improve 

employee hiring decision predictions. 

 

Table 1. Features Name, and Values 

No Training Testing 

1 Age Numerical 

2 Gender Categorical 

3 Education Level Categorical 

4 Experience Years Numerical 

5 Previous Companies Numerical 

6 Distance From Company Numerical 

7 Interview Score Numerical 

8 Skill Score Numerical 

9 Personality Score Numerical 

10 Recruitment Strategy Numerical 

11 Hiring Decision Categorical 

 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.4.4810


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 4, Agustus 2025, Page. 2153-2170 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.4.4810 

 

 

2158 

3.2. Preprocessing Dataset 

The data processing process begins with the pre-processing stage, which aims to prepare the data 

before testing so that it can reduce errors and support the ML data analysis process. The steps of this 

stage vary depending on the purpose and model used, but the data quality must be thoroughly checked 

before testing is carried out. Common techniques used include checking and cleaning the data, such as 

identifying unrecognized symbols, duplicates, typos, or empty data. The main goal is to ensure that the 

data is filled in completely, there are no blanks and is free from errors. To check for missing or invalid 

data, the syntax data.isnull().sum() is often used to display the number of errors or missing data, which 

can be seen in Table 2. 

 

Table 2. Checking and Cleaning Data Results 

No Features Name Results 

1 Age 0 

2 Gender 0 

3 Education Level 0 

4 Experience Years 0 

5 Previous Companies 0 

6 Distance From Company 0 

7 Interview Score 0 

8 Skill Score 0 

9 Personality Score 0 

10 Recruitment Strategy 0 

11 Hiring Decision 0 

 

3.3. Splitting Dataset 

At this stage, the dataset is divided into two main parts, namely 80% of the dataset is used for 

training data, and the remaining 20% is used for testing data. This division is chosen to ensure that the 

model has enough data to train, while still providing sufficient data for an accurate evaluation process. 

The purpose of this division is to build an effective ML model and evaluate its performance objectively. 

3.4. Boruta Model 

It is a feature selection algorithm that uses a Random Forest classifier to determine which features 

are most relevant to the dependent variable in a dataset [50]. Unlike other feature selection methods, 

this model focuses on selecting features that are truly important to the prediction model, rather than 

simply reducing the number of features. This algorithm compares the importance of the original features 

with shadow features and is capable of handling non-linear relationships and interactions between 

features. The specific steps of how it works are as follows [51]; 

1. Feature duplication, for each original feature (e.g. features X1, X2, ..., Xn), create a random copy 

of that feature, called a shadow feature. 

2. Model training uses Random Forest to build a model based on existing data, including original 

features and shadow features. 

3. Assessing features, after the model is built, each feature (both original and shadow) is assessed 

based on the model performance. Important features have higher scores compared to shadow 

features. If the original feature is more important than the best shadow feature, then the feature is 

considered relevant and is retained. 
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4. Repeating the process, to assess the consistency of the importance of features, then classifying 

which features are important, unimportant, and not necessarily relevant or not. 

5. The final result, important features are retained, and unimportant or similar shadow features are 

removed from the model. 

 

3.5. CatBoost Model 

Short for Categorical Boosting, is an algorithm that uses a gradient boosting approach and is 

designed to process categorical data efficiently. Developed by Yandex in 2017, this algorithm is known 

for its excellent ability to handle categorical data [52]. This algorithm relies on symmetric trees as the 

basic structure, applies preprocessing techniques for feature separation, and combines a sorted boosting 

strategy to reduce gradient bias and prediction offset problems that are common in gradient boosting 

algorithms [53]. In general, the formula used is gradient enhancement, which is explained below: 

1. Gradient Boosting Model, every m-iterations, the model updates the prediction by adding a new 

decision tree to correct the errors of the previous model. 

𝐹𝑚(𝑥) =  𝐹𝑚−1(𝑥) +  𝜂. ℎ𝑚(𝑥) (1) 

Where: 

• 𝐹𝑚(𝑥) is the model prediction at the mth iteration for input x 

• 𝐹𝑚−1(𝑥) is the model prediction at the previous iteration (m-1) 

• 𝜂 is the learning rate that controls how much the decision tree contributes. 

• ℎ𝑚(𝑥) is the mth decision tree learned at the m-iterations. 

2. Loss Function, which means trying to minimize the loss function, depending on the type of 

problem to be solved, whether classification, regression or others. 

3. Ordered Boosting, which means it is designed to reduce the overfitting problem that usually 

occurs in other boosting algorithms. With this method, the data is specifically sorted to calculate 

the contribution of each tree more carefully. 

4. Converting categorical data to numeric representation in a more sophisticated way. One technique 

used is combinatorial hashing or mean encoding, which converts categories to numbers based on 

the average distribution of the target for each category. 

3.6. Lasso Regression Model 

Least Absolute Shrinkage and Selection Operator or known as Lasso Regression, is a regression 

method designed to improve model accuracy by reducing its complexity through automatic feature 

selection [54]. This model is very effective in situations with many features because it automatically 

selects features that have a large contribution to the prediction [55]. 

3.7. Logistic Regression Model 

A model is one of the statistical techniques used to model the relationship between a categorical 

dependent variable (usually binary) and one or more independent variables [56]. Although the term 

"regression" is in its name, Logistic Regression is more often used for classification tasks, especially 

when the target variable has two categories, such as "yes" or "no", "true" or "false", or 1 and 0 [57]. 

1. Logistic Regression Function: 

𝑃(𝑌 = 1|𝑋 =  
1

1+𝑒
−(𝛽0+𝛽1𝑋1+𝛽2𝑋2+𝛽𝑛𝑋𝑛)

 (2) 
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Here β1, β2,…..,βn are coefficients indicating the contribution of each feature X1,X2,…..,Xn to the 

prediction probability. 

2. In feature selection using logistic regression with the steps of feature coefficients, feature 

elimination, and gradient selection. 

3.8. Recursive Feature Elimination Model 

Known as RFE, it is a feature selection method designed to improve model performance by 

gradually removing less relevant features through a recursive process [58]. This technique is very 

effective in overcoming high-dimensional data problems because it can reduce the computational 

complexity of the model while increasing predictive capabilities [59]. In general, RFE does not have a 

special formula, it still follows an iterative process in removing features, for example, X= [X1, X2, X3, 

…..Xn] is the initial feature set, and 𝑌 is the target variable. 

3.9. Natural Language Processing Model 

This model is known as NLP, which is a part of artificial intelligence that focuses on the 

interaction between computers and human language [60]. This technology allows machines to 

understand, analyze, and generate natural language effectively so that it can be applied in various fields 

such as sentiment analysis, machine translation, and chatbots [61]. NLP includes a variety of techniques 

and models used to process text and speech in various formats, including unstructured text such as 

articles, conversations, or documents [62]. In general, RFE does not have a single formula because NLP 

includes various approaches and algorithms for processing and analyzing human language. 

3.10. T-Test 

The statistical analysis in this study was conducted using the independent samples t-test, which is 

commonly used to determine whether there is a statistically significant difference in the means of two 

independent groups [63]. This method was chosen because it is one of the most familiar statistical 

analysis techniques, offering simplicity in calculation and efficiency in handling samples. The t-test is 

also well-regarded for its ability to assess mean differences while accounting for sample size and 

variance under the assumption of approximate normality [64]. In this study, the resulting p-value was 

significantly lower than the conventional threshold of 0.05, leading to the rejection of the null hypothesis 

[65]. This outcome statistically confirms the presence of a real difference between the two groups and 

supports the study’s overall conclusions. 

4. RESULT 

This section presents an analysis of the Boruta, CatBoost, Lasso Regression, Logistic Regression, 

RFE, and NLP algorithm models with the aim of seeing the highest features of each model and 

comparing each model in handling the complexity and characteristics of the available data. 

From the Boruta model testing in Figure 2, the highest features in employee recruitment prediction 

are Gender, because there may be historical patterns in the data where certain genders are more likely 

to be accepted, and Previous Companies, as an indicator of work experience also stands out because it 

shows how much exposure a candidate has had to previous work environments, an important 

consideration for recruiters. 

From the results of the CatBoost model test in Figure 3, the highest features are Recruitment 

Strategy, because because it is able to evaluate the interactions between features and recognize that 

recruitment strategies (e.g., internal, external, referral channels) can have a strong influence on candidate 

success, and Education Level, because educational background often plays a role in screening candidates 

in many companies. 
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Figure 2. Top Features of Boruta 

 

 
Figure 3. Top Features of CatBoost 

 

From the results of the Lasso model test in Figure 4, the highest features are Recruitment Strategy, 

because persists because it has a strong linear correlation with acceptance status, and Experience Years, 

selected to retain features with the most stable predictive contribution to the target variable, especially 

when these features show a clear linear relationship. 

From the test results with the Logistic Regression model in Figure 5, the highest features are 

Recruitment Strategy, and Experience Years, because shows that both features have a significant 

contribution in the linear model to the probability of a candidate being accepted. 

From the test results with the RFE model in Figure 6, the highest features are Recruitment 

Strategy, because it is a key feature because it provides a stable contribution to model accuracy, and 

Skill Score, because in its iterative process this feature consistently improves model performance when 

other features are eliminated. 

From the test results with the NLP model in Figure 7, the highest features are Distance from 

Company, because because it is an important feature because it reflects geographic proximity that may 

affect punctuality, work commitment, or loyalty, and Age, because in numerical representation, age can 

be closely related to experience or work readiness. 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.4.4810


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 4, Agustus 2025, Page. 2153-2170 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.4.4810 

 

 

2162 

 
Figure 4. Top Features of Lasso 

 

 
Figure 5. Top Features of Logistic Regression 

 

 
Figure 6. Top Features of RFE 
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Figure 7. Top Features of NLP 

 

Based on the results of all tests, Figure 8, shows the top two features identified by each model. 

 

 
Figure 8. Top Features of Each Model 

5. DISCUSSIONS 

The testing results revealed variations in the key features identified by each model, although some 

models produced similar outcomes. One of the most consistent findings was that Recruitment Strategy 

emerged as the most dominant feature across the six evaluated models, indicating its high relevance and 

significant predictive power in recruitment success. These differences in selected features can be 

attributed to the distinct algorithmic approaches used in each feature selection method. For instance, 

Boruta applies a Random Forest-based method to compare original features with randomly permuted 

ones, selecting those with the most statistical influence. CatBoost, as a boosting model, effectively 

captures complex interactions between features, especially categorical data. Lasso Regression uses L1 

regularization to shrink the coefficients of less relevant features to zero, whereas Logistic Regression 

relies on the strength of linear relationships between features and the target variable. RFE (Recursive 
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Feature Elimination) gradually removes the least contributing features to retain only those that 

significantly impact model performance. Meanwhile, NLP-based approaches utilize techniques such as 

TF-IDF or word embeddings to extract relevant textual features by accounting for linguistic and 

semantic context. 

These methodological differences highlight that each model evaluates feature importance and 

relevance through its unique computational lens, leading to diverse feature selection outputs. 

Nevertheless, several top-ranked features—such as Recruitment Strategy, Experience Years, Education 

Level, Skill Score, and Distance from Company—demonstrate strong potential for practical application 

in modern recruitment systems. For example, organizations can prioritize recruitment strategies that 

have been empirically proven effective, such as employee referrals or internal hiring, to enhance 

recruitment outcomes. Additionally, Experience Years and Education Level can serve as initial filters 

in digital recruitment platforms to efficiently screen candidates who meet baseline requirements. Skill 

Score may be integrated into competency-based assessments, while Distance from Company could offer 

insights into a candidate’s likelihood of long-term retention or job stability. By incorporating these 

features into data-driven decision support systems, companies can streamline the recruitment process, 

making it more efficient, transparent, and accurate in identifying the most suitable candidates. 

Then a test was conducted using the independent two-sample t-test method, which is a statistical 

method used to determine whether there is a significant difference between the averages of two 

independent groups. In this case, the groups being compared are:  

1. Group 1: Unaccepted individuals (label 0) 

2. Group 2: Accepted individuals (label 1). 

The focus of the test is directed at the Recruitment Strategy feature, which was previously 

identified as the most dominant feature by several interpretability models. The purpose of this test is to 

determine whether there is a difference in the average Recruitment Strategy score between the two 

groups. 

The test results show that the T-statistic value is 25.8810, which indicates that the difference 

between the two groups is quite large when compared to the variation of the data. The very small p-

value (3.55 × 10⁻¹²⁸) is far below the significance limit of α = 0.05, so the statistical decision is to reject 

the null hypothesis (H₀) which states that there is no difference in the average between the groups. 

Thus, it can be concluded that there is a statistically significant difference in the Recruitment 

Strategy scores between accepted and rejected individuals. This means that the Recruitment Strategy 

feature is significantly related to the acceptance decision, and can be considered as one of the key factors 

in the recruitment prediction process. 

6. CONCLUSION AND SUGGESTIONS FOR THE FUTURE 

Based on the test results, it can be concluded that each feature selection model produces different 

highest features. In the Boruta model, the highest features selected are Gender and Previous Companies, 

while in the CatBoost model, the most influential features are Recruitment Strategy, Education Level, 

and Interview Score. The Lasso model selects Recruitment Strategy, Experience Years, and Skill Score 

as the most important features, while the Logistic Regression model identifies Recruitment Strategy, 

Education Level, and Gender as the main features. The NLP model selects Recruitment Strategy, Skill 

Score, and Education Level as the most important features, while the RFE model prioritizes Distance 

from Company, Age, and Interview Score. These differences in results occur because each model uses 

a different approach in assessing the relevance of features to predictions, with different ways of handling 

data, measuring feature contributions, and adjusting to the objectives or algorithms used. 

Although the dataset used in this study is balanced between the classes of hired and non-hired 

candidates, several limitations should still be acknowledged. One key limitation is the relatively small 
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sample size compared to the number of features analyzed. While the dataset is sufficiently representative 

for initial analysis, it could be expanded to capture more complex variations in real-world recruitment 

scenarios. Additionally, in practical implementation within corporate environments, several challenges 

may arise, including the need to safeguard candidate data privacy, regularly update models to maintain 

relevance, and potentially incorporate Deep Learning approaches to better adapt to evolving trends in 

human resource management. 

Suggestions for future research are to further explore the use of a combination of feature selection 

models that can optimize feature selection results by considering more complex data characteristics, as 

well as conducting a more in-depth evaluation of the performance of each model in various data 

conditions to improve the accuracy and generalization of prediction results. In addition, further research 

can focus on testing models with more sophisticated or hybrid feature selection techniques that combine 

the advantages of each approach, such as the XGBoost, LIME, SHAP, or Elastic Net models, which can 

handle large and complex data more efficiently. The findings of this study are expected to be directly 

applicable in corporate recruitment processes, particularly as part of a decision support system based on 

historical data. By leveraging the key features identified, companies can design a selection process that 

is more accurate in evaluating candidate eligibility, more equitable by reducing subjectivity, and more 

consistent across different evaluation stages.  

The main contribution of this study lies in the application of a comparative approach to various 

interpretable feature selection methods. This approach not only identifies which features have the most 

significant influence on recruitment outcomes but also explains why those features are important in the 

context of decision-making. Consequently, the proposed method can assist organizations in developing 

recruitment mechanisms that are not only technically efficient but also uphold ethical standards, fairness, 

and equity in workforce selection. 
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