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Abstract 

Digital finance, particularly Bitcoin, has become a global phenomenon with high volatility, posing great challenges 

for traders in predicting short-term prices. This study compares the performance of the SARIMA and Prophet 

algorithms in predicting short-term Bitcoin prices using daily closing price data from October 1, 2014, to October 1, 

2024. The study utilizes two different data timeframes, a 10-year dataset (2014-2024) and the last 5 years (2019-

2024) for comparative analysis. The SEMMA methodology is used to analyze and compare the two algorithms, which 

consist of the stages Sample, Explore, Modify, Model, and Assess. The experimental results show that SARIMA 

provides more stable and consistent results with an MAPE value of 1.24% and RMSE of 896.15 in Scenario 1 and 

an MAPE value of 1.27% and RMSE of 920.24 in Scenario 2. In contrast, Prophet shows different performance in 

each scenario. In Scenario 1, Prophet shows optimal results but not so good with an average MAPE of 1.74% and an 

RMSE value of 1214.86. On the other hand, Prophet showed good performance in Scenario 2 with a lower average 

MAPE of 0.71% and a smaller RMSE of 489.94, indicating Prophet's ability to handle newer and more dynamic 

datasets. Both models show their respective advantages; SARIMA is better for long and stable historical data, while 

Prophet is more effective for shorter and dynamic data. This research provides practical insights for traders and 

investors in choosing the right prediction model, with results for further study in predicting crypto asset prices. 
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1. INTRODUCTION 

The world of digital finance has undergone a significant transformation with the emergence of 

cryptocurrencies, particularly Bitcoin [1]–[3]. Since it was first introduced by Satoshi Nakamoto, 

Bitcoin has become a global phenomenon that has caught the attention of many market participants [4], 

[5]. Known for its high volatility, Bitcoin not only brings great risk to traders, but also offers great profit 

opportunities [6]–[8]. For traders using swing trading or intraday strategies, which focus on daily or 

weekly price movements, short-term Bitcoin price prediction becomes a very important aspect [9]–[11]. 

Bitcoin price prediction is not just about historical data or analytical algorithms-it also requires a 

thorough understanding of human dynamics, global economics, and technological developments. 

Therefore, the use of appropriate price prediction models can help in making better decisions. The results 

of the Bitcoin price prediction can provide information for traders/investors on whether the current trend 

is up, down, or sideways. Thus, daily traders can determine entry/exit levels based on the bitcoin price 

projections generated by the system, and long-term investors can also estimate potential future returns 

for evaluating entry/exit. 

One widely used approach to predicting the price of financial assets is time series analysis [12]–

[14]. Although this method has been applied in various studies to predict Bitcoin prices, market 
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uncertainty and extreme price fluctuations make the application of classical time series models, such as 

ARIMA, less effective [15], [16]. This is due to the assumptions of stationarity and linearity that do not 

always apply in Bitcoin data [17], [18].  

Previous research, such as that conducted by [19], shows that ARIMA models can be used for 

short-term predictions with favorable results. However, these models cannot handle the complexity of 

more dynamic and non-linear data, which is a big challenge in the highly volatile Bitcoin market. 

Recent research, such as that conducted by [20], compared the performance of several models, 

including ARIMA, SARIMA, and Linear Regression, in predicting Bitcoin price. The results show that 

SARIMA is more effective in handling seasonal patterns in Bitcoin price data. However, despite 

SARIMA's advantage in handling seasonal data, there has been no research that directly compares 

SARIMA's performance with modern algorithms such as Prophet [21]–[23], which is designed to handle 

more complex and dynamic time series data [24], [25]. SARIMA works well on stationary time series 

data, which is data that has a constant mean, variance, and covariance over time. Therefore, SARIMA 

can evaluate Bitcoin volatility by using differencing to transform non-stationary data into stationary data 

[20]. Meanwhile, Prophet assumes that the main trend changes smoothly, with few changepoints [26]. 

Therefore, if there is a spike in Bitcoin price fluctuations, it is necessary to increase the 

changepoint_prior_scale to make the model more flexible to sudden changes. 

While several studies have evaluated Bitcoin price prediction methods, some gaps need to be 

addressed. First, most of the previous studies used data with a relatively short time of less than five 

years. This limited time may not be sufficient to capture the long and complex cycles of the Bitcoin 

market. Secondly, while there have been comparisons between several traditional models, no studies 

have specifically compared the performance of SARIMA with more modern algorithms, such as 

Prophet, which is designed to cope with uncertainty and non-linear trends in time series data. 

This study aims to fill the gap by offering several novelties. First, this study will use Bitcoin price 

data over a longer time, from October 1, 2014, to October 1, 2024. The use of longer time series allows 

for a more in-depth analysis of the more complex patterns and cycles of the Bitcoin market. Secondly, 

this study will compare the performance of two time series algorithms, namely SARIMA and Prophet, 

in predicting short-term Bitcoin prices (1-7 days). A direct comparison between the two provides a more 

comprehensive insight into the strengths and weaknesses of each method in handling volatility and non-

linear trends in Bitcoin data. 

2. METHOD 

This research adopts the SEMMA methodology as the main framework to analyze and compare 

Bitcoin price prediction algorithms. SEMMA stands for five main stages: Sample, Explore, Modify, 

Model, and Assess, which are designed to facilitate data exploration, predictor variable selection, model 

building, and model performance evaluation as shown in Figure 1. 

2.1. Sample 

At this stage, historical Bitcoin price data was collected from Yahoo Finance using the Python 

yfinance library to obtain structured data. The time used is from October 1, 2014, to October 1, 2024. 

The data collected includes important variables such as opening price (Open), highest price (High), 

lowest price (Low), closing price (Close), and trading volume (Volume), with a total data count of 3,654 

rows and 6 columns. This data was chosen to ensure a complete representation of the various Bitcoin 

market conditions over the last ten years. 
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Figure 1. The SEMMA methodology 

2.2. Explore 

The exploratory stage aims to analyze historical Bitcoin price data, identifying long-term trends, 

daily fluctuations, and seasonal patterns that may affect price movements. At this stage, an important 

step is the visualization of Bitcoin's daily closing price over the period from October 1, 2014, to October 

1, 2024. This exploratory analysis helps in understanding the volatility of Bitcoin price, which is a key 

challenge in building accurate short-term prediction models. Table 1 shows the 10-year Bitcoin 

historical data. 

 

Table 1. 10 Years Bitcoin Historical Data 

Date Open (USD) High (USD) Low (USD) Close (USD) Volume 

2014-10-01 00:00:00 387.43 391.38 380.78 383.61 26229400 

2014-10-02 00:00:00 383.99 385.50 372.95 375.07 21777700 

2014-10-03 00:00:00 375.18 377.70 357.86 359.51 30901200 

2014-10-04 00:00:00 359.89 364.49 325.89 328.87 47236500 

2014-10-05 00:00:00 328.92 341.80 289.30 320.51 83308096 

… … … … … … 

2024-09-30 00:00:00 65634.66 65635.05 62873.62 63329.50 37112957475 

2024-10-01 00:00:00 63335.61 64110.98 60189.28 60837.01 50220923500 

2.3. Modify 

The modification stage includes cleaning, transforming, and sharing data in preparation for 

modeling. The data was cleaned of missing values and anomalies that could affect the prediction results. 

The first step ensures that the data is free of missing values and anomalies that could affect the prediction 

results. As Figure 2 shows, after checking, there is no empty or missing data. 

 

 
Figure 2. Check Missing Value 

 

The transformation is done to ensure the data is stationary. Before applying a SARIMA model, it 

is important to ensure that the time series data is stationary, because this model works on the assumption 

that the mean, variance, and covariance do not change over time [27], [28]. A Stationarity test is 
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conducted using the Augmented Dickey-Fuller Test (ADF) to ensure the data meets the stationary 

criteria. The result of the ADF Test is shown in Figure 3. 

 

 
Figure 3. ADF Test before Differencing 

 

From Figure 3, it can be seen that the bitcoin data used is still not stationary. To change the data 

to be stationary, data transformation is carried out, such as differencing, so that the existing data can 

become stationary. Differencing is a technique to eliminate trends and seasonality by calculating the 

difference between the current observation and the previous observation. The purpose of differencing 

in SARIMA is to make data stationary, and improve prediction accuracy. Figure 4 is the result of 

differencing the Bitcoin data. 

 

 
Figure 4. ADF Test after Differencing 

 

The historical data is divided into two scenarios to evaluate the model’s performance on different 

datasets. Scenario 1 utilizes the complete dataset (for ten years), and scenario 2 employs the last five 

years' dataset. By limiting the data range to the last 5 years, this scenario aims to capture recent patterns 

that may not be visible in older historical data. The dataset is split into two parts, viz, data training and 

data testing, with a comparison of 80% of training and 20% of testing. This chronological data division 

aims to replicate real-world prediction scenarios, where the most recent data is used to test models that 

have been trained on historical data. 

1. Figure 5 is the graphical result of scenario 1, using the complete dataset from October 1, 2014 to 

October 1, 2024, divided into 80% training data (October 1, 2014 - September 30, 2022) and 20% 

testing data (October 1, 2022 - October 1, 2024), resulting in 2,923 rows of training data and 731 

rows of testing data. 

 

 
Figure 5. Training and Testing Data Sharing Chart with 10 Years of Data 

 

2. Figure 6 is the graphical result of scenario 2, using the last 5 years of data (October 1, 2019 - 

October 1, 2024), divided into 80% training data (October 1, 2019 - September 30, 2023) and 

20% testing data (October 1, 2023 - October 1, 2024), resulting in 2,923 rows of training data and 

731 rows of testing data. 
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Figure 6. Training and Testing Data Sharing Chart with 5 Years of Data 

2.4. Model 

At this stage, the Bitcoin price prediction model is built using two time series algorithms: 

SARIMA and Prophet. Both algorithms are optimized and evaluated to produce the most accurate model 

for predicting the short-term Bitcoin price. The SARIMA model is implemented to model autoregressive 

(AR), moving average (MA), differencing (I), and seasonal (S) components. Optimization is performed 

using a Grid Search approach to test various combinations of (p, d, q) and (p, d, q, s) parameters for the 

seasonal component [20], [29]. p denotes the order of the AR model, indicating the number of past lags 

of the variable included in the model, d represents the degree of differencing needed to make the time 

series stationary, q indicates the number of lagged residuals, and s is the seasonal component. The 

seasonal period parameter is set to capture weekly patterns with s = 7. The optimization process is carried 

out to obtain a model with the lowest Akaike Information Criterion (AIC) and Bayesian Information 

Criterion (BIC) values. 

The main reasons for choosing grid search in SARIMA optimization are its simplicity, its ability 

to systematically evaluate all possible parameter combinations, and its compatibility with evaluation 

criteria such as AIC/BIC. Equation 1 is the basic formula of SARIMA. 

(𝟏 − ∅𝟏𝑩 − ∅𝟐𝑩𝟐 − ⋯ − ∅𝒑𝑩𝒑)(𝟏 − 𝜷𝟏𝑩𝒕 − 𝜷𝟐𝑩𝟐𝒕 − ⋯ − 𝜷𝒑𝑩𝒑𝒕)(𝟏 − 𝑩)𝒅(𝟏 − 𝑩𝒕)𝑫(𝒀𝒕 − 𝝁) = 

(𝟏 + ∅𝟏𝑩 + ∅𝟐𝑩𝟐 + ⋯ + ∅𝒑𝑩𝒑)(𝟏 + 𝜹𝟏𝑩𝒕 + 𝜹𝟐𝑩𝟐𝒕 + ⋯ + 𝜹𝒑𝑩𝒑𝒕)(𝟏 − 𝑩)𝒅(𝟏 − 𝑩𝒕)𝑫𝜺𝒕 (1) 

The Prophet model is designed to capture seasonal patterns and non-linear trends. The model does 

not require stationary data and can work with non-stationary data. The model is configured with annual, 

weekly, and daily seasonal patterns, as well as trend changepoints [26]. The changepoint configuration 

uses a prior scale value of 17.61, which has proven effective in previous studies [30]. Equation 2 is the 

basic formula of the Prophet. 

𝒚(𝒕) = 𝒈(𝒕) + 𝒔(𝒕) + 𝒉(𝒕) + 𝜺(𝒕) (2) 

𝒈(𝒕) signifies the trend element, which may be expressed as piecewise linear or logistic form. 

𝒔(𝒕) captures periodic fluctuations like daily, weekly, or seasonal trends. Additionally, 𝒉(𝒕) addresses 

holidays with unpredictable schedules, and 𝜺(𝒕) represents the error component. 

2.5. Assess 

This stage evaluates the performance of the SARIMA and Prophet models using two main 

metrics: Mean Absolute Percentage Error (MAPE) and Root Mean Squared Error (RMSE). MAPE 
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measures the prediction error in percentage terms, where the smaller the MAPE value, the better the 

model is at predicting Bitcoin price [23]. The MAPE formula is shown in Eq. 3. 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝑌𝑖− 𝑌𝑖̂

𝑌𝑖
| × 100𝑛

𝑖=1  (3) 

where 𝑛 indicates the size of the sample, 𝑌𝑖̂ represents the predicted value, and 𝑌𝑖 is the observed 

value. MAPE metrics with values <10% are considered excellent, while 10%-20% are acceptable in the 

context of volatile time series such as cryptocurrency prices [31]. The MAPE indicator classification is 

shown in Table 2. 

 

Table 2. MAPE Indicator Classification 

MAPE (%) Prediction Accuracy 

< 10% Excellent 

10% ~ 19% Good 

20% ~ 49% Reasonable 

≥ 50% Not Accuracy 

 

RMSE measures the prediction error in the same units as the Bitcoin price, is more sensitive to 

outliers, and gives an idea of the prediction accuracy in absolute terms [32]. The RMSE formula is 

shown in Eq. 4. 

𝑅𝑀𝑆𝐸 = √
1

N
∑ (𝑦𝑡 − 𝑦𝑖̂)

2N
t=1  (4) 

3. RESULT 

This section presents the results of research and testing, including model implementation and 

prediction performance evaluation using the SARIMA and Prophet algorithms. 

3.1. SARIMA Model 

Parameter optimization is done using the grid search method. The best parameters obtained are 

Order (0, 2, 2) and Seasonal Order (0, 1, 1, 7), with an AIC value of 52,880.72 and BIC of 52,905.09. 

These parameters were chosen because they have the most optimal and low AIC and BIC results. Table 

3 shows the grid search’s results to find the best 5 parameters and select the most optimal and best 1 

parameter. 

 

Table 3. Parameter Results of Grid Search SARIMA Model 

No Order (p, d, q) Seasonal Order (P, D, Q, s) AIC BIC 

1 0, 2, 2 1, 1, 1, 1, 7 52875.364 52905.824 

2 0, 1, 2 1, 1, 1, 1, 7 52875.452 52905.914 

3 0, 2, 2 0, 1, 1, 1, 7 52880.719 52905.087 

4 0, 1, 2 0, 1, 1, 1, 7 52881.209 52905.578 

5 1, 1, 2 0, 1, 1, 1, 7 52880.596 52911.057 

 

The SARIMA model is evaluated in two scenarios. This evaluation aims to determine the model’s 

performance after training and testing. The results of the SARIMA model in both scenarios are shown 

in Figures 7 and 8. 
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Figure 7. SARIMA Testing Results Scenario 1 

 

Figure 7 is the visualization result of scenario 1, SARIMA showed an MAPE value of 0.02% and 

an RMSE of 1,169.12. SARIMA can capture the pattern of Bitcoin price fluctuations very well, which 

is indicated by the very low MAPE value in the first scenario. 

 

 
Figure 8. SARIMA Testing Results Scenario 2 

 

 Figure 8 is the visualization result of scenario 2; the SARIMA model produced an MAPE of 

0.02% and an RMSE of 1,553.26. Still, as in scenario 1, SARIMA's performance is quite consistent with 

similar MAPE and RMSE results in both scenarios. 

Overall, SARIMA can capture the pattern of Bitcoin price fluctuations very well, as shown by the 

very low MAPE values in both scenarios. The performance difference between scenarios 1 and 2 is not 

significant, although the RMSE in scenario 2 is slightly higher. 

3.2. Prophet Model 

The Prophet model was configured with a Changepoint_prior_scale parameter of 17.61 was 

adopted from Hamdani et al. [30]. This configuration allows Prophet to handle sudden changes in data 

trends. The model is designed to handle non-stationary data, making it suitable for Bitcoin price 

dynamics. 

Evaluation of the Prophet model is carried out in two scenarios. This evaluation aims to determine 

the model’s performance after training and testing. Figures 9 and 10 illustrate the results of the Prophet 

model in both scenarios. 
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Figure 9. Prophet Testing Results Scenario 1 

 

Figure 9 is the visualization result of scenario 1, Prophet shows poor performance results, 

producing high MAPE and RMSE values with an MAPE value of 61.88% and RMSE of 1,2218.36. 

This shows that the model is not optimal in handling larger datasets. 

 

 
Figure 10. Prophet Testing Results Scenario 2 

 

Figure 10 is the visualization result of scenario 2, prophet shows better performance than the first 

scenario, a much better performance with a lower RMSE value and a smaller MAPE, which results in a 

MAPE of 1.23% and RMSE of 421.34, which indicates that prophet with the configuration of the 

Changepoint_prior_scale value of 17.61 is better at predicting Bitcoin prices with shorter datasets. 

Prophet uses changepoints from training data. If the new dataset has many sudden trend changes, the 

model is not flexible enough to adjust. Underfitting can occur if the number of changepoints is too small, 

or overfitting if too many. 

4. DISCUSSIONS 

The test results aim to analyze and evaluate the prediction results of the SARIMA and Prophet 

algorithms in two predetermined scenarios. The evaluation utilizes the MAPE and RMSE metrics. The 

visualization of prediction results shows the ability of each model to predict short-term Bitcoin prices. 

4.1. Scenario 1: 7-Day Forward Prediction 

In Scenario 1, the two algorithms show different prediction characteristics. SARIMA has a daily 

error range of 0.32% to 2.53% with an MAPE value of 1.24% and an RMSE of 896.15, with a prediction 

focus that tends to be closer to the actual price at the beginning of the period. In contrast, Prophet 

displays a daily error range of 0.26% to 2.95%, with higher variability at the beginning of the prediction 

period, resulting in an MAPE value of 1.74% and an RMSE of 1,214.86. It is interesting to note that 
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Prophet reached the lowest daily error of 0.26% on October 7, 2024, indicating the potential for high 

accuracy at this particular point in time. Table 4 displays the performance results of the two algorithms. 

 

Table 4. MAPE and RMSE Results of 7-Day Forward Prediction Scenario 1 

Algorithm Date 
Prediction 

(USD) 

Actual 

(USD) 

Error per day 

(%) 

MAPE 

(n=7) 

RMSE 

(n=7) 

SARIMA 02/10/2024 61030.62 60836.32 0.32 

1.24% 896.15 

03/10/2024 61020.96 60632.48 0.64 

04/10/2024 61063.89 60754.63 0.51 

05/10/2024 61108.61 62067.61 1.55 

06/10/2024 61145.05 62084.99 1.51 

07/10/2024 61232.18 62819.11 2.53 

08/10/2024 61213.80 62221.64 1.62 

Prophet 02/10/2024 62360.30 60836.32 2.51 

1.74% 1214.86 

03/10/2024 62419.99 60632.48 2.95 

04/10/2024 62540.09 60754.63 2.94 

05/10/2024 62669.82 62067.61 0.97 

06/10/20/24 62798.69 62084.99 1.15 

07/10/2024 62985.33 62819.11 0.26 

08/10/2024 63073.72 62221.64 1.37 

 

 

 
Figure 11. Scenario 1: Graph of SARIMA Model Results for Short-Term Prediction 

 

In the first scenario, the SARIMA model shows a fairly accurate predictive ability in estimating 

the price of Bitcoin. Analysis of the prediction range from October 2, 2024, to October 8, 2024, reveals 

that the model can produce consistent estimates and is close to the actual price. It can be seen in Figure 

11 that the MAPE value obtained is 1.24%, and the RMSE has a value of 896.15. The lowest daily error 

of 0.32% was recorded on October 2, 2024, and the highest daily error of 2.53% was recorded on 

October 7, 2024. This relatively small variation in prediction error indicates that SARIMA has a stable 

performance in predicting Bitcoin prices in the first scenario. 

The Prophet model in the first scenario displays slightly different prediction characteristics from 

SARIMA. The same prediction range, from October 2, 2024, to October 8, 2024, produces estimates 

with varying degrees of accuracy. It can be seen in Figure 12 that the MAPE value obtained ranged from 

1.74%, and the RMSE value was 1214.86. With the lowest daily error of 0.26% on October 7, 2024, and 

the highest daily error of 2.95% on October 3, 2024. Despite having some prediction points with higher 
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errors, Prophet shows potential in predicting Bitcoin price, especially on some dates with very low 

prediction errors. 

 

 
Figure 12. Scenario 1 Graph of Prophet Model Results for Short-Term Prediction 

4.2. Scenario 2: 7-Day Forward Prediction 

In Scenario 2, both showed improved performance. SARIMA maintains a daily error range 

ranging from 0.38% to 2.55%, with a prediction pattern that is consistent with the previous scenario, 

resulting in a similar MAPE value of 1.27% and an RMSE of 920.24, although the average MAPE value 

increases, but only an insignificant increase, so that it can be said that SARIMA's performance is optimal 

in both scenarios. Meanwhile, Prophet displays a significant improvement with a daily error range of 

0.18% to 1.27% with an MAPE value of 0.71% and an RMSE of 489.94, which is substantially lower 

than Scenario 1. Prophet's peak performance was recorded on October 6, 2024, with the lowest MAPE 

of 0.18%, indicating superior adaptability in this scenario. Table 5 displays the performance results of 

the two algorithms. 

 

Table 5. MAPE and RMSE Results of 7-Day Forward Prediction Scenario 2 

Algorithm Date 
Prediction 

(USD) 

Actual 

(USD) 

Error per 

day (%) 

MAPE 

(n=7) 

RMSE 

(n=7) 

SARIMA 

02/10/2024 61065.18 60836.32 0.38 

1.27% 920.24 

03/10/2024 61006.28 60632.48 0.62 

04/10/2024 61033.47 60754.63 0.46 

05/10/2024 61063.30 62067.61 1.62 

06/10/2024 61103.21 62084.99 1.58 

07/10/2024 61215.98 62819.11 2.55 

08/10/2024 61165.46 62221.64 1.70 

Prophet 

02/10/2024 61228.68 60836.32 0.64 

0.71% 489.94 

03/10/2024 61328.43 60632.48 1.15 

04/10/2024 61525.55 60754.63 1.27 

05/10/2024 61736.19 62067.61 0.53 

06/10/2024 61971.40 62084.99 0.18 

07/10/2024 62291.89 62819.11 0.84 

08/10/2024 62438.46 62221.64 0.35 

 

In the second scenario, SARIMA maintained a similar performance pattern to the first scenario. 

It can be seen in Figure 13 that the predictions were made over the same time, from October 2, 2024, to 

October 8, 2024, resulting in an MAPE value of 1.27% and an RMSE value of 920.24. The lowest daily 

error of 0.38% was recorded on October 2, 2024, while the highest daily error was 2.55% on October 7, 
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2024. The consistency of SARIMA's performance in both scenarios shows that this model has stable 

and reliable prediction capabilities under various conditions. 

 

 
Figure 13. Scenario 2: Graph of SARIMA Model Results for Short-Term Prediction 

 

In the second scenario, the Prophet model showed a significant performance improvement 

compared to the first scenario. It can be seen in Figure 14 that the prediction range remained consistent 

from October 2, 2024, to October 8, 2024, but with a lower variation in prediction error. The MAPE 

value is only 0.71% with an RMSE value of 335.59. The lowest daily error value was 0.18% on October 

6, 2024, and the highest daily error was 1.27% on October 4, 2024. This performance improvement 

indicates that Prophet has good adaptability to changes in data patterns in different scenarios. 

Evaluation of the performance of both algorithms using MAPE and RMSE metrics shows that 

SARIMA is more stable and consistent in predicting Bitcoin prices, both with long-term and short-term 

datasets. While Prophet also shows good performance in both scenarios, there is also a significant 

increase in performance in scenario 2, which uses Bitcoin price data from the last 5 years, where Prophet 

can adjust better to more recent and dynamic price trends. 

Experimental results show that Bitcoin volatility affects the prediction results of both algorithms 

(SARIMA and Prophet). SARIMA has a low ability to handle dynamic trends, relying on differencing 

and ARIMA. Meanwhile, Prophet with changepoints and flexibility is better at handling dynamic data 

trends. 

 

 
Figure 14. Scenario 2: Graph of Prophet Model Results for Short-Term Prediction 
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5. CONCLUSION 

Based on the experimental results, both algorithms show varying performance depending on the 

dataset scenario used. SARIMA showed stable performance with fairly low MAPE and RMSE in both 

scenarios. In Scenario 1, the MAPE value is 1.24% with detailed error values per day ranging from 

0.32% to 2.53% and with an RMSE value range of 896.15. While in Scenario 2, the MAPE value is 

1.27% with a daily error value in the range of 0.38% to 2.55% and an RMSE value of 920.24. This 

model can accurately capture the pattern of Bitcoin price fluctuations, although there is a slight increase 

in the average MAPE and RMSE values in Scenario 2. 

Prophet, while capable of handling sudden changes in Bitcoin price trends, performed very well 

in both scenarios as well, although Prophet's performance in scenario 1 was not as good as the SARIMA 

model. In scenario 1, Prophet produced a MAPE value of 1.74% and detailed daily errors ranging from 

0.26% to 2.95% with an RMSE value of 1214.86. However, in Scenario 2, Prophet shows a significant 

improvement, with a lower MAPE, which is a daily error ranging from 0.18% to 1.27%, with an MAPE 

value of only 0.71% and an RMSE value of 489.94. This shows that Prophet is more effective in 

handling smaller and newer datasets. 

Overall, this study concludes that both SARIMA and Prophet have their own advantages 

according to the characteristics of the dataset used. SARIMA is better for longer and more stable 

historical data, while Prophet is more effective in predicting Bitcoin prices with shorter datasets, 

although in scenarios with long-term datasets, it is still considered to have good performance as well. 

Both models, despite having weak points in some periods, show strong potential in predicting the short-

term Bitcoin price. This bitcoin prediction will be useful for day traders to determine entry/exit levels 

based on price projections. Meanwhile, long-term investors can estimate potential future returns to 

evaluate entry/exit from positions.  

To improve the shortcomings of both methods, further research can explore other bitcoin 

prediction models, such as the use of more sophisticated hyperparameter optimization techniques (e.g. 

Bayesian Optimization or Random Search) to find more optimal parameter combinations. This approach 

can improve the efficiency and accuracy of the model, both for SARIMA and Prophet, so that the model 

can adapt better to the existing dataset. 
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