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Abstract

Group Investigation (GI) is a widely used cooperative learning strategy in higher education, but challenges such as
large class sizes and diverse student profiles complicate manual group formation. Previous studies have applied
clustering algorithms like K-Means, yet K-Medoids, which is robust to noise, remain underexplored for group
formation, especially GI. This study proposed a data-driven approach using the K-Medoids clustering algorithm to
create student groups that are both interest-aligned and heterogeneous in profile, which enhancing the effectiveness
of GI activities. Employing the Knowledge Discovery in Databases (KDD) framework, the process included data
selection, preprocessing, transformation, three grouping processes, and evaluation were performed. In grouping
process students were initially grouped by interest, clustered using K-Medoids with various distance measures tested,
and finally, groups were adjusted to balance homogeneity and diversity. In grouping stage 2, clustering with
Euclidean distance and PCA achieved the highest Silhouette Score, indicating superior grouping quality. The result
of heterogeneity group of students evaluated with Gower dissimilarity shows that the method produces internally
diverse yet cohesive interest groups, supporting GI goals.
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1. INTRODUCTION

Group Investigation (GI), a model of cooperative learning, is an active learning approach that
involves grouping students to collaboratively achieve shared goals. This method helps students construct
their own knowledge, develop transferable skills, and enhance both engagement and academic outcomes
[1], [2]. Gl is widely used in higher education settings [3], [4], [5]. Unlike traditional methods that focus
on solving a specific problem or task, the Group Investigation approach encourages students to work
together to explore and research a particular topic in depth [4].

Group formation is a critical component of effective collaborative learning [6]. Group formation
methods are generally divided into two: self-selected teams and instructor-formed teams. Although self-
selected teams often result in positive perceptions of communication and trust between members [7],
[8] however, the effectiveness of self-selected teams depends on the nature of the task; they tend to
perform better when the task requires minimal collaboration [8].

According to the comprehensive guide by Yael Sharan and Shlomo Sharan, Group Investigation
model allows students to select topics based on their personal interests (self-selected). Afterward, the
instructor forms heterogeneous groups based on specific characteristics such as academic performance,
gender, and social personality traits (instructor-formed) [9], [10], [11]. Each group then conducts an
investigation on their chosen topic and presents the results to the class.

However, the implementation of cooperative learning in higher education is not without
challenges. Large class sizes, group formation, diverse student needs, manually balancing groups based
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on various characteristics is not an easy task [12], [13], [14]. Therefore, algorithm-based approaches
such as K-Medoids can be used to help form appropriate group compositions objectively and efficiently.

Automated group formation in cooperative learning commonly employs clustering and
optimization techniques to enhance group diversity and improve learning outcomes. Several studies
have explored clustering-based approaches: for instance, Kanika [15] applied the K-Modes algorithm to
group students based on their conceptual understanding, while Nalli et al. [16] conducted a comparative
analysis of clustering algorithms for Moodle plugin group formation and found that K-Means offered
the best trade-off between accuracy and efficiency. Similarly, other researchers have utilized K-Means
on behavioural data from Moodle to create heterogeneous student groups [17], [18].

Regression models have also been implemented such as research by Bousalem et.al [19] proposed
a hybrid grouping strategy based on predicted student performance using regression models. While
effective in balancing comfort and academic potential, the approach focuses mainly on achievement
metrics. In parallel, optimization-based methods such as Particle Swarm Optimization [20] and Genetic
Algorithms [21], [22] have been used to form groups by considering factors like personality traits and
prior academic performance. Other methods include Magic Square Arrays [23] and Minimum Entropy
Collaborative Groupings (MECG) [12], which uses complex network theory to improve group
dynamics.

Despite these advancements, the use of the K-Medoids algorithm—which is more robust than K-
Means in handling noise [24]—remains relatively underexplored in the context of student group
formation. Additionally, limited research has integrated both student profile features and personal
interests into the grouping process, especially within the framework of Group Investigation, a
cooperative learning model that emphasizes group autonomy and diversity. This study addresses these
gaps by proposing a K-Medoids-based approach that integrates both student interests and profile
attributes to form heterogeneous groups, aligned with the pedagogical principles of the Group
Investigation model.

2. METHOD

This research adopts a modified version of the Knowledge Discovery in Databases (KDD)
framework. While data mining is often used interchangeably with KDD, technically, data mining is one
stage within the overall KDD process, which involves discovering useful patterns or knowledge from
dataset [25]. The KDD framework in this study guides the formation of student groups for the Group
Investigation (GI) learning model. The methodology follows key stages: data selection, preprocessing,
transformation, data mining, evaluation, and knowledge representation. This study follows a structured

methodology as shown in Figure 1.
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Figure 1. Research Methodology

The process begins with data selection based on student profile, data preprocessing, data
transformation followed the requirement of K-Medoids data, grouping process with three stages: (1)
students were first divided by their interest, (2) each subset was then clustered using the K-Medoids
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algorithm, with the number of clusters selected based on the highest silhouette score, and (3) final groups
were assembled by alternately selecting students from different clusters to ensure interest homogeneity
and profile heterogeneity, and evaluation of grouping.

2.1. Data Selection

This study uses student profiles to guide data selection. A student profile is a structured
representation that includes both explicit and implicit information about a student [26]. The data
selection is based on the framework proposed by Hamim et al. [26], which identifies and organizes key
global features of a student profile into ten aspects: personal identity, social identity, physical condition,
academic, learning, cognitive, knowledge, psychological, and skills/interest. For this study, we adopted
five aspects of the student profile—academic, personal identity, psychological, learning, and interest.
These were selected based on their relevance and feasibility in a classroom setting. Other aspects, such
as social identity and physical condition, were excluded due to data limitations. Group formation was
applied in the DWBI course, where students selected one of two sub-topics (data warehouse
development or performance measurement) to reflect their learning interests. Table 1. summarizes the
variables and indicators used in this study based on the selected aspects of the student profile model by
Hamim et al.

Table 1. Dataset description

Profile Aspect Variable Name Description Scale/Value
Academic Quizl-3 All quizzes of DWBI 0-10
course
GPA Cumulative GPA 0-4.00
BASDAT Final grade in the database A-E

system course, selected due
to its relevance to DWBI
DATA MINING  Final grade in the Data A-E
Mining course, selected due
to its relevance to DWBI

Personal identity Gender Student’s gender Male/Female
NIM Unique student identifier -
Psychological MBTI 16 type MBTI classification ISTJ, ISTP, etc.
Learning VARK Student’s learning style V,A K
Interest Minat Student’s topic choice in Data warehouse development
DWBI course / Performance measurement

2.2. Data Preprocessing and Transformation

Data preprocessing includes handling missing values, data integration, and data transformation or
normalization. Among these, missing values are a common problem across many domains that deal with
data. They can cause various issues, such as reduced model performance, biased outcomes, and
difficulties in data analysis due to discrepancies between complete and incomplete records. A simple
imputation approach involves replacing missing values with statistical estimates such as the mean,
median, or mode of the observed values [27], [28]. The mean is typically used for numerical data, while
the mode is commonly applied to categorical data [28].

Data transformation is another important preprocessing step, particularly when using algorithms
like K-Medoids, which require numerical inputs. Normalization, a common type of transformation,
rescales features to a specific range or distribution, improving model performance and convergence
speed. One widely used technique is Min-Max Scaling, which scales data to a fixed range, typically
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[0,1]. In this method, the minimum value becomes 0, the maximum becomes 1, and all other values are
scaled proportionally in between [29]. For categorical data, one-hot encoding is often used such as
educational research [30]. This technique transforms a categorical variable with k possible values into
k binary columns, each representing the presence or absence of a particular category. In this study, one-
hot encoding will be applied to handle categorical variables. Effective preprocessing, especially using
appropriate normalization and encoding techniques, is essential to achieving better predictive
performance and reducing training time [31].

2.3. Grouping

This grouping process follows the concept of group investigation in cooperative learning, where
group members have similar interests and different student characteristics [9], [10], [11]. The grouping
process had three stages of grouping.

The first stage is interest-based grouping. In this stage, the initial dataset, consisting of 41 student
records, was first divided based on their selected interests. Since interest is a binary attribute in this case
(data warehouse development and performance measurement), this results in two separate groups: one
consisting of data warehouse development and Performance measure.

The Second stage is homogenous grouping with K-Medoids. In this stage, K-Medoids clustering
was independently applied to each interest-specific subset of the data. The K-Medoids algorithm,
specifically the Partitioning Around Medoids (PAM) variant, was employed. Unlike K-Means, which
defines cluster centers as centroids (which are the mean positions and may not correspond to actual data
points), PAM selects actual data points as cluster centers (medoids). This makes PAM more robust to
noise and outliers, as medoids are less sensitive to extreme values [32]. Common distance measures
used in educational contexts include Euclidean, Manhattan, and Gower distance [15],[16], [33], [34],
[35], [36], [37]. In this study, we try each different distance measure with K-Medoids and selected the
best-performing distance measure based on the highest Silhouette Score, which ranges from -1 to +1,
where higher values indicate that the data point is well-clustered.

The final stage is heterogeneous grouping. Based on the clustering results, student groups were
then formed by selecting members alternately from different clusters, within each until each group
contained 4 to 5 members. This approach ensured each group included heterogeneity student
characteristics [15] and interest consistency within each group.

2.4. Evaluation

In the evaluation phase, group heterogeneity was quantified using Gower dissimilarity which is
particularly well-suited for datasets containing mixed attribute types, such as numerical, ordinal, and
categorical variables [34]. To better reflect real-world diversity, Gower dissimilarity was calculated
using the original (preprocessed) dataset, leveraging its ability to handle missing values naturally. This
approach provides a more realistic representation of student diversity within each group. Although
Gower’s metric is often used in clustering algorithms [38], it is equally valuable for exploratory and
post-hoc statistical analysis, particularly when quantifying pairwise dissimilarity in mixed-type data
[39]. In this study, Gower dissimilarity is functionally equivalent to Gower distance, and both terms
refer to the same measure of how different two student profiles are. The formula dissimilarity between
objects i and j is shown as formula:

dii = o Wijkdijk
Y o Wik

(M
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In formula, p is the number of attributes, w; . is a weight that equals 1 if both values for attribute
k are present (and 0 otherwise), and d;j; the dissimilarity between the values of objects i and j on
attribute k. For numerical attributes, the dissimilarity is computed as:

_ il
dij =—p— (2)

Where Ry is the range (max - min) of attribute k. For categorical attributes, d;j; = 0if X = Xy,
and 1 if they differ. This metric enables a robust evaluation of group composition, where a lower average

intra-group Gower dissimilarity indicates more homogeneous groups, and higher intra-group
dissimilarity reflects more heterogenous.

3. RESULT

3.1. Data Preprocessing

To prepare the dataset for analysis, all relevant student profile from Table 1Figure 1. data were
integrated into a single dataset to support analysis, resulting in a unified dataset comprising all necessary
attributes from various sources with result 11 column 41 row. Once this first step was completed, we
saved for further analysis at section evaluation to raw data using Gower dissimilarity. In addition, it is
also conveyed about the discussion of the research and testing that has been done.

Missing values were addressed using statistical strategies depending on the data type as refer on
[27], [28]. For numeric columns such as GPA, Quiz 1, Quiz 2, and Quiz 3, missing entries were filled
using the mean of the respective column. For categorical attributes like MBTI, VARK, Interest,
BASDAT, DATA MINING, and Gender, missing values were filled using the mode (most frequent
value) of each column.

In addition, the DWBI quiz performance was represented by a newly constructed variable named
RataQuiz, calculated as the average score of the three quizzes (Quiz 1, Quiz 2, and Quiz 3) because we
just need one quiz score and after it just delete the three quiz variables because we don’t need them.
This transformation was made to simplify and unify quiz-related performance into a single metric.
Below is a sample of the result of preprocessing Table 2.

Table 2. Sample of Results Data Preprocessing
NIM GPA BASDAT DATA MINING MBTI VAK Gender RataQuiz Interest

3.32 AB AB ENTJ K Female 733 Performance
measurement

3.23 A BC ISFP A Male 6.00 Performance
measurement

3.6 AB A ENT] V Male 933 Data warehouse

development

3.47 A A ENT] A Male 366 Performance
measurement

3.4 AB AB ENFP  V  Female 866 | crformance
measurement

3.2. Data Transformation

As on methodology on grouping process stage 2 using K-Medoids, we will try Gower, Manhattan,
and Euclidean and will choose the best distance and k value that give the highest silhouette score. Since
Euclidean and Manhattan distances only work with numeric data, all categorical features must be
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encoded numerically. The classification of data types in this study refers to Table 3. On the other hand,
Gower distance can handle a mix of numeric and categorical features, but to ensure proper treatment of
ordinal features, the grades for "BASDAT" and "DATA MINING" are mapped to numbers reflecting
their order of performance. The process begins by applying custom grade mapping, converting letter
grades (e.g., A, AB, B) into corresponding ordinal values (1 to 9). This mapped data is then split and
scaled in two different ways:
1. Gower Dataset Preparation:
a. Numeric features are scaled using MinMaxScaler.
b. Categorical features are kept in their original (raw) form.
c. Gower no need PCA
2. Euclidean-Manhattan Dataset Preparation:
a. Categorical features are one-hot encoded to convert them into numeric format.
b. All features (including the newly one-hot encoded ones) are then scaled.
c. PCA (Principal Component Analysis) is applied to reduce dimensionality, preparing the data
for efficient distance-based computations.

Table 3. Variable Classification

Classification Variable Name
Identifier NIM
Interest Student interest which is categorical
Numeric GPA, RataQuiz
Categorical MBTI, VAR, Gender
Ordinal BADSAT, DATA MINING

This dual preparation ensures that each type of distance metric can be applied correctly according
to its requirements, with the Gower setup handling mixed data types and the Euclidean/Manhattan setup
working purely with numeric input.

3.3. Grouping

This study applied a three-stage grouping strategy, following to section 2.3 to form student groups
based on interest and profile diversity. The grouping process aimed to generate intra-group
heterogeneity while preserving intra-group interest alignment. The first grouping stage is interest-based
grouping. In this stage we defied the data into subsets: those who interested in “Performance measure”
and those in “Data warehouse development”. This split is applied to both of dataset -Gower dataset and
Euclidean-Manhattan dataset. From this grouping of 41 records, 25 records belong to performance
measure and 16 records to warehouse development.

The next stage is the homogenous grouping with K-Medoids PAM method. The Silhouette Score
analysis was conducted to evaluate the clustering performance on two subsets: Data Warehouse
Development and Performance Measurement. Three distance metrics were compared—FEuclidean (with
PCA), Manhattan (with PCA), and Gower distance—across varying numbers of clusters (k = 2 to 5).
The following features were excluded from clustering: NIM (identifier) and interest (homogeneous
within group).

For performance measurement subset as shown in Figure 2., Silhouette Score were computed for
k =2 to k = 5. The PCA + Euclidean and PCA + Manhattan methods performed best, both peak
Silhouette Score at k = 4 with scores of approximately 0.66 and 0.625 respectively. This indicates that
the optimal cluster structure for this subset is likely four clusters. In contrast, the Gower distance method
showed low Silhouette Score across all k-values, with a peak below 0.08. This indicates poor separation,
suggesting that PCA-based approaches more effectively captured the variance in student profiles.
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Figure 2. Silhouette Score Subset Performance Measurement
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Figure 3. Silhouette Score Subset Data Warehouse Development

In the Data Warehouse Development subset, the Silhouette Score were generally lower. The best
results were again achieved using Euclidean and Manhattan distances with PCA as shown on Figure 3.,
with optimal clustering found at k = 2, yielding Silhouette Score of around 0.50 and 0.42 respectively.
This implies a more distinct and well-separated cluster structure with two clusters. Gower distance again
showed poor performance, with Silhouette Score peaking at only ~0.09, indicating weak clustering
validity.

In summary, the combination of PCA with Euclidean or Manhattan distance consistently
outperformed Gower distance across both datasets. Since we aim to use a consistent distance metric for
evaluating both datasets, and Euclidean distance produced the highest Silhouette Score overall, we
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selected Euclidean distance with PCA as the most appropriate approach for clustering in this study. To
visualize the clustering results using this method and the optimal number of clusters (k), Figure 4.
illustrate the resulting cluster structures. The clustering results for the Performance Measurement subset
produced four clusters (Cluster 0 to Cluster 3), with 7, 8, 6, and 4 students respectively. For the Data
Warehouse Development subset, two clusters were identified: Cluster 0 with 7 students and Cluster 1
with 9 students.

Clusters K-Medoids Performance Measurement Clusters K-Medoids Data Warehouse Development
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Figure 4. Cluster Visualization

The final stage of the grouping process was the formation of heterogeneous student groups, guided
by the clustering outcomes from Stage 2. In this stage, students were assigned to groups by alternately
selecting individuals from different clusters within the same domain of interest, maintaining group sizes
of 4 to 5 members. Specifically, groups in the Performance Measurement subset were formed with up
to 5 members resulting 5 Group (Group 1-5), while those in the Data Warehouse Development subset
were limited to 4 members resulting 4 Group (Group 6-9). This strategy ensured each group exhibited
diverse student characteristics [16] while preserving alignment in their academic interests. For better
understanding, here is the visualization of grouping result on Figure 5

Data warehouse
development

Performance
measurement

interest

o N [‘ 1
Ve g B8 g @8

I heterogenous ‘
I

S 8 IE

Figure 5. Stages of Grouping Process

3.4. Evaluation

To assess the heterogeneity within each final group, Gower dissimilarity was calculated using the
original dataset. The analysis involved selecting the students from each final group (assembled during
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Stage 3) and calculating the pairwise Gower dissimilarity among them. The mean of these distances
served as a proxy for heterogeneity.

As per standard Gower dissimilarity computation, missing values are ignored during pairwise
attribute comparisons, meaning only attributes present in both records are used. This approach allows
flexible handling of incomplete data but may introduce slight imprecision or especially when the number
of comparable attributes varies significantly between pairs. When too few attributes are available, such
as in the case of a student with almost all missing values, the distance cannot be computed, resulting in
a NaN. This occurred in Group 1 due to one such student. However, if at least some attributes are shared,
the distance can still be calculated based on the available data.

Average Gower Distance by Group

2 0.608
3 0.587
4 0.561

s

o 5 0.561

o

0.607

0.563

0.537

0.523

0.0 0.2 0.4 0.6 0.8
Average Gower Distance

Figure 6. Average Gower dissimilarity by Group

As shown in Figure 6., the average intra-group Gower dissimilarity for Performance
Measurement subset (Group 1 — Group 5) ranged from 0.608 in Group 2 to 0.561 in Group 4-5 indicating
varying levels of profile heterogeneity across teams. For the Data Warehouse Development subset
(Groups 6-9), the average intra-group distance ranged from 0.607 in Group 6 to 0.523 in Group 9.
Higher average Gower dissimilarity reflects greater diversity, which is generally desirable for fostering
richer collaboration in group-based investigative learning. One exception was Group 1, where the
presence of a student with extensive missing data led to undefined pairwise distances in some
comparisons.

4.  DISCUSSIONS

In grouping stage 2 (homogenous grouping), the application of K-Medoids clustering with
Euclidean distance resulted in higher silhouette score and clearer cluster separation. This outcome aligns
with findings by Keefe Murphy et al. [35], who reported strong performance of K-Medoids clustering
using Euclidean distance in educational datasets. Notably, our results demonstrate that PCA contributed
not only to dimensionality reduction but also to noise suppression across mixed categorical-numerical
attributes, improving Silhouette Score compared to Gower distance. However, the superior clustering
performance of Euclidean distance after PCA suggests that well-scaled continuous representations may
outweigh the theoretical flexibility of Gower (which designed for mixed data) in certain educational
datasets.

However, in Stage 3 (final group formation), where the goal was to form heterogeneous groups
by combining students from different clusters, an interesting pattern emerged. In both subsets
(Performance Measurement and Data Warehouse Development), the average Gower distance—used as
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a proxy for heterogeneity—decreased in later-numbered groups (e.g., Group 5), suggesting those groups
were more homogeneous.

This pattern is likely due to unequal cluster sizes produced during the clustering process. For
example, Cluster 1, being larger, contributed more students to the final groupings. As students were
drawn sequentially from each cluster to form the groups, the earlier groups (e.g., Group 1) maintained
more balanced cluster representation, while later groups (e.g., Group 5) became increasingly dominated
by students from the larger cluster. This sequential assembly process unintentionally reduced diversity
in those later groups.

This unequal distribution of student characteristics across groups may affect overall group quality,
particularly in terms of balance, role distribution, and inter-member learning potential. Previous research
has shown that such disparities can influence group dynamics and learning outcomes [40], [41].

From a pedagogical perspective, this has implications for cooperative learning strategies, such as
Group Investigation, where balanced group diversity is considered essential. To mitigate these
limitations in future work, alternative group assembly strategies could be explored—such as
constraining maximum cluster contribution or using dynamic selection algorithms that adapt to cluster
sizes. While our current method was simple and interpretable, future iterations would benefit from
enhancements that better preserve the intended heterogeneity of the learning groups

5. CONCLUSION

This study developed and validated a data-driven methodology for forming heterogeneous student
groups tailored to the Group Investigation cooperative learning model. By integrating student profile
data (including cognitive traits and academic interests) and applying PCA enhanced clustering with
Euclidean distance, the approach successfully identified homogenous clusters which were then
reorganized into interest-aligned yet diverse groups. Evaluation using Gower dissimilarity on the raw
dataset confirmed that the method generally achieved internal heterogeneity which is an important factor
in enhancing collaborative learning potential.

Notably, the analysis revealed that imbalances in cluster size can subtly influence the distribution
of diversity across final groups, with later-formed groups tending toward increased homogeneity. This
insight underscores the importance of incorporating cluster balancing strategies into future group
assembly designs.

Overall, the findings affirm that clustering-based group formation is a promising approach to
support heterogeneity in collaborative learning. Future research is encouraged to extend this method
across broader, more varied student populations, and to empirically investigate its pedagogical impact
on student engagement, performance, and group dynamics.
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