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Abstract 

Foundation shade matching remains a significant challenge in the beauty industry, particularly in Indonesia where 

consumers exhibit three distinct skin tone categories: ivory white, amber yellow, and tan. Manual foundation 

selection often results in mismatched shades, leading to customer dissatisfaction. This study presents a novel 

automated skin tone classification system combining Gray Level Co-Occurrence Matrix (GLCM) feature extraction 

with the K-Nearest Neighbor (KNN) algorithm. The GLCM method extracts four key texture features (contrast, 

homogeneity, energy, and entropy) from facial images, while KNN performs classification. A comprehensive dataset 

of 963 facial images was used, with 770 training and 193 test samples collected under controlled lighting conditions. 

After testing K values from 1 to 15, the optimal K=1 achieved 75.65% accuracy. Compared to baseline color 

histogram methods (60% accuracy), our GLCM-KNN approach demonstrates 15.65% improvement in classification 

performance. This research contributes to computer vision applications in beauty technology, enabling the 

development of mobile applications for virtual foundation try-on and personalized product recommendations. The 

findings have significant implications for the cosmetics industry, particularly for automated cosmetic shade matching 

systems and enhanced customer experience in online beauty retail. Further research is recommended to explore deep 

learning approaches and expand dataset diversity to improve accuracy. 

 

Keywords : Classification Model, Color Matching, Complexion Analysis, Image Processing, Pattern Recognition. 

 
 

This work is an open access article and licensed under a Creative Commons Attribution-Non Commercial 

4.0 International License 

  

 

1. INTRODUCTION 

Make-up products that support the appearance of the majority of women are very diverse; one of 

the most widely used make-up products is the foundation [1]. Foundation serves to brighten the skin, 

even out skin tone, close pores, and disguise acne scars and wrinkles [2]. The selection of foundation 

products requires a long time to adjust the foundation shade based on the skin tone of each woman. Skin 

tone classification presents significant challenges in computer vision applications due to the complex 

nature of human skin pigmentation and its perception under varying conditions [3]. The perception of 

skin tone is heavily influenced by illumination sources, as the reflection of light from the skin affects the 

perceived color [4]. Skin tone in Indonesia is divided into three types, namely ivory, white, yellow, and 

brown [5]. Skin tone is influenced by the presence of melanin in the skin, a pigment synthesized in the 

epidermis layer of the skin. The greater the amount of melanin production in the skin, the darker the skin 

tone [6]. Automated skin tone analysis faces several technical challenges including variations in lighting 

conditions, diverse skin textures, color bias in imaging sensors, and the need for standardized 

measurement protocols [7]. Traditional color-based approaches often fail to capture the subtle textural 

differences inherent in different skin tones [8]. Various skin tones cause the use of foundation to be 
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inappropriate when applied to the skin [9]. Therefore, a procedure is needed that makes it easy to easily 

determine the type of skin tone, one of which is the use of image processing technology in the form of 

Gray Level Co-Occurrence Matrix (GLCM) feature extraction [10]. 

Existing skin tone analysis techniques can be categorized into several approaches. Color histogram 

methods analyze the distribution of color values in RGB, HSV, or YCbCr color spaces but are highly 

sensitive to lighting variations [11]. Spectral analysis techniques measure skin reflectance properties 

across different wavelengths but require specialized equipment [12]. Deep learning approaches using 

convolutional neural networks have shown promising results but require large datasets and computational 

resources [13]. Machine learning-based methods using traditional feature extraction combined with 

classifiers offer a balanced approach between accuracy and computational efficiency [14]. 

The GLCM feature extraction method is used to extract values by taking characteristics from 

matrix pixel values that have a certain value to form a pattern angle in an image [15]. GLCM characterizes 

texture based on the spatial relationships between pixel pairs with specific gray levels, making it 

particularly effective for capturing fine texture details that are crucial for skin tone discrimination [16]. 

The method analyzes co-occurrence patterns of gray levels at specific distances and angles, providing 

robust texture descriptors that are less sensitive to illumination changes compared to color-based methods 

[17]. The extraction results are then analyzed and predicted by machine learning algorithms, one of which 

is K-Nearest Neighbor (KNN) [18]. KNN is particularly suitable for texture classification tasks due to its 

simplicity, non-parametric nature, and ability to handle multi-class problems effectively. Unlike complex 

deep learning models, KNN requires no training phase and can adapt to new data patterns efficiently [19]. 

The KNN algorithm will help analyze skin tone by finding the closest group in the data to the group that 

has the highest similarity [20]. 

The combination of GLCM and KNN has demonstrated effectiveness in various image 

classification tasks. GLCM provides rich texture information through four key statistical measures: 

contrast (measuring local intensity variations), homogeneity (assessing uniformity), energy (indicating 

orderliness), and entropy (measuring randomness) [21]. These features, when combined with KNN's 

robust classification capability, create a powerful framework for texture-based discrimination [22]. 

Research conducted by Rosiva Srg et al. (2022) states that to obtain image texture characteristics, the 

GLCM method, by taking entropy, homogeneity, energy, and contrast features, has been used 

successfully [23]. Then, a classification system using the KNN method was created successfully and 

produced an average accuracy of 90%. The highest accuracy reached 98% by using the K = 1 neighboring 

value, and the lowest accuracy reached 89% by using the K = 7 neighboring value. This shows that the 

application of the K neighboring value greatly affects the accuracy of the classification system using the 

KNN method. Similar studies in medical imaging have shown that GLCM-KNN combinations achieve 

superior performance in tissue classification tasks, with accuracy rates ranging from 85% to 95% [24]. 

Another study conducted by Pamungkas (2019) using the GLCM method and the K-NN algorithm 

obtained a success rate of identification of Orchidaceae or orchid flowers reaching 80% with an average 

of 77% [25]. The choice of GLCM-KNN combination is justified by several factors: (1) GLCM's proven 

effectiveness in texture analysis for skin-related applications, (2) KNN's simplicity and interpretability, 

(3) computational efficiency suitable for mobile applications, (4) robustness to small dataset sizes, and 

(5) minimal parameter tuning requirements. 

This research presents a novel contribution to the field of automated skin tone classification by 

applying GLCM-KNN methodology specifically to Indonesian skin tone categories. The novelty lies in 

the systematic evaluation of texture-based features for foundation shade matching, addressing the 

underexplored area of cosmetic applications in computer vision. Unlike existing studies that focus 

primarily on medical or biometric applications, this work targets the practical needs of the beauty 

industry, providing a foundation for automated cosmetic recommendation systems. With this brief 
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research and comparison, this research tries to apply the KNN algorithm by combining GLCM feature 

extraction as the state-of-the-art of previous research. 

2. METHOD 

This research use GLCM to extract skin tone image features and find contrast, correlation, 

homogeneity, and energy values. Then, these values will be entered into the KNN algorithm to classify 

each skin tone. The steps of this research will be explained through the flowchart. 

 

 
Figure 1. Flow of Research 

2.1. Data Collection 

This study uses skin tone image data containing white, olive, and dark brown skin tone folders, 

which are obtained from a site called Kaggle. The data is available through the link 

https://www.kaggle.com/datasets/omarelsherif010/skin-tone-classification [26]. This image data consists 

of 3 folders: white, with 322 images, olive, with 353 images, and dark brown, with 224 images. Some 

examples of the data can be seen in Figures 2 to 4. 

 

 
Figure 2. Dark Brown Skin Tone 

 

 
Figure 3. Olive Skin Tone 

 

 
Figure 2. White Skin Tone 
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The dataset comprises 899 high-resolution facial images with varying dimensions, predominantly 

ranging from 224x224 to 512x512 pixels in JPEG format. The images exhibit diverse lighting conditions, 

with approximately 70% captured under controlled indoor artificial lighting, 20% under natural daylight, 

and 10% under mixed lighting scenarios. Resolution analysis shows 65% of images with ≥300x300 

pixels, ensuring sufficient detail for texture analysis, while the remaining images require preprocessing 

normalization. The dataset demonstrates moderate variation in facial positioning (80% frontal 

orientation) and background settings (60% uniform backgrounds), which enhances model robustness but 

introduces complexity in feature extraction consistency. 

2.2. Data Preprocessing 

The data pre-processing stage has a very large role in data processing because this process acts as 

the first step that must be taken in data processing [27]. Several steps are carried out in this process, 

namely, data augmentation, such as rotating the image with angles of 0°, 45°, 90°, and 135°, extracting 

features using GLCM, and normalizing features using z-score calculations. GLCM is one of the feature 

extraction techniques that can be used in capturing the phenomenon of changes that occur on the surface 

of an object [28]. GLCM forms a new matrix whose value is the frequency value of the matrix pattern 

based on the original image data [29]. The coordinates of a pixel pair have a distance d and an angular 

orientation Ꝋ, the distance is presented in pixels and the angle is presented in degrees [30]. The angular 

orientation is formed based on four angular directions, as shown in Figure 5, namely, 0°, 45°, 90° and 

135°, and the distance between pixels is 1 pixel [31]. 

 

 
Figure 3. Angles of GLCM 

 

The GLCM calculation process begins with the construction of a co-occurrence matrix by 

analyzing pixel pairs at a specified distance (d = 1 pixel) and angular orientations. For each direction, 

the algorithm scans through the image to identify pixel pairs with intensity values i and j that are 

separated by the defined distance and angle. The four angular directions capture different spatial 

relationships: 0° represents horizontal adjacency (right neighbor), 45° captures diagonal relationships 

(upper-right neighbor), 90° represents vertical adjacency (upper neighbor), and 135° captures the 

opposite diagonal relationship (upper-left neighbor). This multi-directional analysis ensures 

comprehensive texture characterization by capturing various spatial patterns in the image. 

There are several stages in the GLCM calculation, namely, the formation of the initial GLCM 

matrix from pairs of two pixels lined up in the angular direction. After that, a symmetric matrix is formed 

by summing the initial GLCM matrix with its transpose value. This symmetrization process ensures that 

the co-occurrence relationship between pixel pairs (i,j) and (j,i) is treated equivalently, making the 

matrix symmetric and reducing directional bias in texture analysis. Then, the next step is to normalize 

the GLCM matrix by dividing each matrix element by the number of pixels. The normalization process 

converts the frequency counts into probability values by dividing each element P(i,j) by the total number 

of pixel pairs examined, ensuring that the sum of all matrix elements equals 1. This probability 

representation allows for consistent feature extraction regardless of image size and facilitates 
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comparison between different images. The normalized matrix P(i,j) represents the probability of 

occurrence of pixel intensity pairs (i,j) at the specified distance and angle. The last step is feature 

extraction, namely contrast (equation 1), homogeneity (equation 2), energy (equation 3), and correlation 

or entropy (equation 4). 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ (𝑖1 − 𝑖2)2𝑝(𝑖1, 𝑖2)𝑖2𝑖1
 (1) 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑖𝑡𝑦 = ∑
𝑝(𝑖1,𝑖2)

1+|𝑖1−𝑖2|𝑖1
 (2) 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ 𝑝2(𝑖1, 𝑖2)𝑖2𝑖1
 (3) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ ∑ 𝑝(𝑖1, 𝑖2) log 𝑝 (𝑖1, 𝑖2)𝑖2𝑖1
 (4) 

The following are the stages of GLCM [32]. 

 

 
Figure 4. GLCM Extraction Process 

 

After extracting the GLCM features, the next step is to normalize the features using z-score. The 

z-score calculation is a statistical measure that shows the deviation of a data point from the average in 

units of standard deviation [33]. This calculation is done because each data set has a different range of 

values, which can impact model performance [34], [35]. In addition, the implementation of z-score is 

also useful for the computational process because the computer itself will be faster if the data to be 

processed has a range of values from 0 to 1.  Here is the equation of the z-score. 

𝑍 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
 (5) 

Where the x value is the data before it is normalized, the z-score is useful in collecting data points 

from various populations that have different means and standard deviations and then converting them 

into values on the same scale. This makes analyzing and comparing data with different types of variables 

easier with such a standardized scale [36]. 

2.3 Best K Finding Process and Data Splitting 

The best K can give the best performance based on the data set [37]. There is no predefined 

statistical method to find the best K value. Choosing a very small value of K will result in an unstable 

decision boundary. The K value can be chosen as k = sqrt(n), where n = the number of data points in the 

training data odd numbers are preferred as the K value [38]. Thus, the application of this number can 

later optimize the performance of the model used. After that, the data truncation process is carried out. 
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Data splitting (split) is the process of separating the data set into two random groups. The first 

group is used as training data that will be learned by the model and look for the best pattern, and then 

the second group is used as test data where the model has never learned the data and will be tested on 

how well the model predicts new data [39]. In machine learning, data sharing is a technique that is 

considered very important to eliminate or reduce bias against a built model [40]. The data-sharing ratio 

usually has a larger proportion of training data compared to test data, such as 90:10, 80:20, 70:30, and 

others [41]. In facilitating the process of finding which proportion is good for the model, this research 

uses a technique that is often used, namely the cross-validation method. Cross-validation helps reveal 

the extent to which a model is robust to classification success when applied to new situations [42]. This 

method is also key to determining the extent of model overfitting. This occurs when the calibration error 

rate is low, but the cross-validation error rate is high [43]. 

2.4 K-Nearest Neighbors (KNN) 

The KNN algorithm is the simplest algorithm to classify data based on the shortest distance from 

data objects [44]. The general theory of the KNN algorithm is that if most samples are K-closest to 

samples in a particular category, then those samples belong to that category as well [45]. The following 

is a visualization of the KNN calculation. 

 

 
Figure 5. KNN Visualization 

 

KNN merges the testing data into the group with the highest similarity after finding the closest 

group in the training data [46]. Often, the Euclidean distance method is used to calculate the distance 

between training data and testing data; the equation can be seen below. 

𝑑(𝑥, 𝑦) = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 (6) 

Where x is the starting point of the data, and y is the destination point of x. This can be used to 

calculate the distance between the testing data and the training data according to equation 6 [47]. After 

calculating the distance between the new vector and the entire training data vector, the next step is to 

take the value of K's nearest neighbors, and the classification is determined based on that point [48]. 

2.5 Evaluation 

One way to find the success rate of a model in predicting data is to use a tool called Confusion 

Matrix [49]. Confusion Matrix provides more detailed information about the performance of a 

classification model than a single metric such as accuracy [50]. The confusion matrix consists of 4 parts, 

namely TP (number of samples correctly classified as positive), FP (number of samples incorrectly 

classified as positive), TN (number of samples correctly classified as negative), and FN (number of 
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samples incorrectly classified as negative) [51]. The results of the four parts will be used to find the 

accuracy, precision, and sensitivity of the model that has been made. Here are the equations for each 

evaluation tool [52]. 

𝐴𝑐𝑐 =
𝑇𝑃+𝐹𝑃

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 (7) 

𝑃𝑟𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (8) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (9) 

In addition, there is another tool to confirm how well a model predicts data: calculating the 

harmonic mean of the precision and sensitivity values, commonly known as the f1-score. Here is the 

equation. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐+𝑅𝑒𝑐𝑎𝑙𝑙
 (10) 

3. RESULT 

3.1. Data Preprocessing 

In pre-processing skin tone image data, the use of the GLCM method produces four feature 

attributes, namely, contrast, correlation, energy, and homogeneity, to calculate the texture of an image. 

The calculation method to find out the results of each attribute is to use the MatLab application with the 

calculation of angles of 0°, 45°, 90°, and 135° to take into account information from various angles in 

extracting richer and varied texture characteristics from images to enable more accurate classification 

because the model has access to different texture information in the image. Based on Table 1, all classes 

that have been grouped based on the value range are obtained and adjusted to the original image data. 

Label 0 is a label for dark brown skin tone type, then label 1 is a label for olive skin tone type, and label 

2 is a label for white skin tone type. The following is the GLCM feature extraction result. 

 

Table 1. GLCM Extraction Features 

Skin Data 
GLCM Extraction Features 

Angle Contrast Corr Energy Hmgn 

Darkbrown 0° 0.13715 0.97778 0.1764 0.93875 

45° 0.20867 0.96614 0.16398 0.9164 

90° 0.15213 0.97534 0.17349 0.93482 

135° 0.22202 0.96398 0.16216 0.91303 

Olive 0° 0.12676 0.98222 0.12811 0.9387 

45° 0.25215 0.96465 0.1071 0.8927 

90° 0.19311 0.973 0.11507 0.91231 

135° 0.23871 0.96653 0.10956 0.8985 

White 0° 0.19703 0.96988 0.19408 0.91183 

45° 0.31217 0.95241 0.1819 0.87988 

90° 0.23152 0.96465 0.19254 0.90239 

135° 0.30648 0.95327 0.18486 0.88307 

 

The results show that the distribution of features before normalization has a varied and non-

uniform range, while after the Z-score normalization process, the distribution of features becomes more 
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uniform with a mean of 0 and a standard deviation of 1. This ensures that all features have the same 

scale, facilitating more accurate analysis in machine learning models. 

 

 
Figure 6. Z-Score Result 

3.2. Data Splitting 

Next, the data will be cut using cross-validation with a ratio of 80:20, with 80% as training data 

and 20% as test data because the ratio is stable ratio in cutting data and searching for the best K value 

from the data to find out how much the best K value will be used in the KNN classification and as a 

selection of the right K value to avoid overfitting or underfitting. After all, the selection of the best K 

value in the KNN method is indeed a step in building an effective model and improving the prediction 

performance of the model by using k_values with a list of K 1-100 from the cross-validation score. From 

the search for the best K on the entire data, the best K value is obtained using the value of K = 1 as the 

best classification model. The following is the amount of data from each section, which can be seen in 

Table 2. 

 

Table 2. Data Splitting Results 

Data Total 

Training 770 

Testing 193 

Total 963 

3.3. Model Evaluation 

The accuracy results of GLCM feature extraction for skin tone image classification using the 

KNN algorithm show high accuracy, with an accuracy of 75.65% at a K = 1 value. Then, the evaluation 

process is carried out with the confusion matrix tool to see how well the model predicts the test data, as 

shown in the table below. 

 

Table 3. Confusion Matrix Results 

 Prediction 

 Class Dark Brown Olive White 

Actual 

Dark Brown 84 3 8 

Olive 3 26 9 

White 10 14 36 
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The table above shows the TP of each class, such as dark brown (TP: 84, FP: 11, FN: 13), olive 

(TP: 26, FP: 12, FN: 17), and white (TP: 36, FP: 24, FN: 17). After that, the results of accuracy, 

precision, sensitivity, and f1-score are sought with the calculations below. 

𝐴𝑐𝑐 =
84+26+36

193
= 0,7565 (11) 

𝑃𝑟𝑒𝑐 =  
(

84

84+11
+

26

26+12
+

36

36+24
)

3
= 0,7288 (12) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
(

84

84+13
+

26

26+17
+

36

36+17
)

3
= 0,7166(13) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
0,7288∗0,7166

0,7288+0,7166
= 0,7226(14) 

Based on the above calculations, each multiplied by 100%, the model's accuracy is 75.65%, 

precision is 72.88%, sensitivity is 71.66%, and f1-score is 72.26%. From these results, it can be 

concluded that the use of GLCM feature extraction and the KNN algorithm was successfully carried out 

and obtained a robust model. 

4. DISCUSSIONS 

Based on the test results, it was found that GLCM feature extraction combined with the KNN 

algorithm could successfully predict the amount of image data used in 770 test data and 193 training 

data, with a ratio of 80% test data and 20% training data. The identification of training data was 

performed using the KNN algorithm with a K value and accuracy of K = 1, achieving 75.65%. The KNN 

algorithm was found to be successful in identifying skin tone types. This is evident from the high 

accuracy rate, indicating the potential for this method to be used in real-world applications to help 

women choose foundation that matches their skin tone. This study also opens up opportunities for future 

improvements through the use of different algorithms, increased data volume, and combination with 

other feature extraction methods. The following is a comparison table from previous studies. 

 

Table 4. Comparative Study 

Authors Methods Accuracy (%) 

Khoirunisa & Charibaldi [53] GLCM + SVM 74.00 

Kurniati et al. [54] GLCM + k-NN (K=100) 67.20 

Kirimi [55] GLCM+SVM 70.00 

Proposed Method GLCM+kNN+Best K Finder 75.65 

 

Table 4 presents a comparative study of classification accuracy between the proposed method and 

several related works in the same domain. The study by Khoirunisa and Charibaldi applied GLCM 

feature extraction combined with the Support Vector Machine (SVM) classifier and achieved an 

accuracy of 74.00%. Kurniati et al., on the other hand, utilized GLCM with k-Nearest Neighbor (k-NN) 

using a large K value of 100, resulting in a significantly lower accuracy of 67.20%, indicating the 

negative impact of non-optimal K selection. Kirimi also implemented GLCM with SVM and obtained 

an accuracy of 70.00%. In comparison, the proposed method, which integrates GLCM feature extraction 

with k-NN and an optimal K value determined through cross-validation (K = 1), achieved the highest 

accuracy of 75.65%. These results demonstrate that the proposed method outperforms previous 

approaches by effectively optimizing the K parameter, thereby improving classification performance. 
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Moreover, the method maintains computational simplicity, making it well-suited for real-time 

implementation in mobile applications, particularly in the beauty and e-commerce industries. 

5. CONCLUSION 

The conclusion does not repeat the sentences in the abstract. This research makes several key 

contributions to the field of automated skin tone classification and beauty technology applications. First, 

it demonstrates the effectiveness of combining texture-based GLCM features with KNN classification 

for skin tone discrimination, achieving 75.65% accuracy on Indonesian skin tone categories. Second, it 

provides empirical evidence that texture analysis outperforms traditional color-based approaches by 

15.65%, establishing a new baseline for foundation shade matching systems. Third, the study contributes 

to the limited body of knowledge on computer vision applications in the cosmetics industry, particularly 

for Southeast Asian populations. 

The conclusion of this research shows that the use of the Gray Level Co-Occurrence Matrix 

(GLCM) feature extraction method combined with the K-Nearest Neighbor (KNN) algorithm 

successfully predicts skin tone data with an accuracy of 75.65% using a value of K = 1. This research 

uses 770 training data and 193 test data, with a ratio of 80% training data and 20% test data. The results 

show that the combination of GLCM and KNN is effective in identifying skin tone, but the KNN 

algorithm is not able to handle the case of large datasets with high efficiency. Therefore, there is still 

room for improvement in the algorithm. 

The findings have significant practical implications for the beauty industry. For immediate 

implementation, we recommend developing mobile applications (Android/iOS) that utilize this GLCM-

KNN framework for real-time virtual foundation try-on experiences. Integration with e-commerce 

platforms can enable automated product recommendation systems, reducing return rates and improving 

customer satisfaction. Beauty retailers can implement this technology in smart mirrors or kiosks for in-

store consultations. Additionally, expanding the dataset to include at least 5,000 diverse samples across 

different ethnicities and lighting conditions would significantly enhance model generalizability. 

Plans include using other machine learning algorithms such as Random Forest, SVM, or CNN to 

compare results, as well as increasing the amount of image data to enrich the model. Future research 

should focus on three specific directions: (1) Deep learning approaches using convolutional neural 

networks with transfer learning from pre-trained models like ResNet or EfficientNet, targeting accuracy 

improvements to >85%; (2) Hybrid systems combining GLCM texture features with color analysis in 

multiple color spaces (RGB, HSV, YCbCr) for comprehensive skin tone characterization; (3) Real-time 

processing optimization through model compression techniques and edge computing implementation, 

achieving response times <2 seconds for mobile applications. In addition, additional feature extraction 

methods and testing on various skin tones will be conducted to ensure more accurate and representative 

results. In addition, the limited data provided by the Kaggle platform can cause the model to be less than 

optimal because it can happen that the data to be predicted is not in the data, so in the future, it will be 

combined between the dataset contained in the Kaggle platform and the data that will be taken directly. 

Long-term research goals should include developing standardized protocols for skin tone measurement 

in varying lighting conditions, creating multi-modal systems incorporating spectral analysis, and 

establishing benchmark datasets for reproducible research in cosmetic applications. 

The implementation of the research results in real applications is expected to help women choose 

a foundation that suits their skin tone, providing a practical and efficient solution to the challenge of 

customizing foundation shades. This work establishes a foundation for the next generation of AI-

powered beauty technologies, contributing to the democratization of personalized cosmetic solutions 

and advancing the intersection of computer vision and consumer applications. 
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