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Abstract

Obesity is a pressing global health issue characterized by excessive body fat accumulation and associated risks of
chronic diseases. This study investigates the integration of Ant Colony Optimization (ACO) for feature selection in
obesity-level classification using Random Forests. Results demonstrate that feature selection significantly improves
classification accuracy, rising from 94.49% to 96.17% when using ten features selected by ACO. Despite limitations,
such as challenges in tuning parameters like alpha (o), beta (B), and evaporation rate in ACO techniques, the study
provides valuable insights into developing a more efficient obesity classification system. The proposed approach
outperforms other algorithms, including KNN (78.98%), CNN (82.00%), Decision Tree (94.00%), and MLP
(95.06%), emphasizing the importance of feature selection methods like ACO in enhancing model performance. This
research addresses a critical gap in intelligent healthcare systems by providing the first comprehensive study of ACO-
based feature selection specifically for obesity classification, contributing significantly to medical informatics and
computer science. The findings have immediate practical implications for developing automated diagnostic tools that
can assist healthcare professionals in early obesity detection and intervention, potentially reducing healthcare costs
through improved diagnostic efficiency and supporting digital health transformation in clinical settings. Furthermore,
the study highlights the broader applicability of ACO in various classification tasks, suggesting that similar
techniques could be used to address other complex health issues, ultimately improving diagnostic accuracy and
patient outcomes.
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1. INTRODUCTION

Obesity is an increasingly severe global problem with an increasing incidence. This medical
condition is characterized by excessive body fat accumulation [1]. It is also associated with a high risk
of developing chronic diseases such as heart disease, stroke, type 2 diabetes, and some cancers. This
problem also has enormous economic implications for society. According to data from the World Health
Organization (WHO), in 2022, 2.5 billion adults aged 18 years and older were overweight, including
over 890 million adults living with obesity. This corresponds to 43% of adults aged 18 years and older
(43% of men and 44% of women) being overweight, a significant increase from 1990 when 25% of
adults were overweight. The prevalence of overweight varied by region, from 31% in the WHO South-
East Asia and African Regions to 67% in the Region of the Americas. About 16% of adults worldwide
were obese in 2022, with the global prevalence of obesity more than doubling between 1990 and 2022.
Additionally, 37 million children under the age of 5 years were overweight, with nearly half of these
children living in Asia. In Africa, the number of overweight children under 5 years has increased by
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almost 23% since 2000. Over 390 million children and adolescents aged 5—-19 years were overweight in
2022, with the prevalence of overweight (including obesity) rising from 8% in 1990 to 20% in 2022.
The rise has occurred similarly among both boys and girls, with 19% of girls and 21% of boys being
overweight in 2022. Furthermore, 8% of children and adolescents aged 5—19 years were living with
obesity in 2022, up from just 2% in 1990. These statistics highlight a widespread global health issue that
requires serious attention [2].

Obesity, influenced by genetic, environmental, and lifestyle factors, is now recognized as a
disease with serious complications. Early detection and prevention are complex, demanding significant
changes in physical activity and diet [3]. Researchers leverage data from electronic health records,
insurance data, and mobile apps to develop prevention measures and early-stage treatment strategies [4].
Effective interventions typically include dietary adjustments, increased physical activity, and behavioral
changes [5]. The increasing complexity of obesity-related data and the need for personalized treatment
approaches have driven researchers to explore advanced computational methods for obesity assessment
and classification [6]. The growing obesity rates necessitate computational methods to predict or classify
obesity levels, aiding individuals in managing their diets [4].

Machine learning methods are frequently utilized in health sciences for disease complication
determination, estimation, and diagnosis, aiming to enhance healthcare quality by saving time and
reducing workload [7]. Recent advances in artificial intelligence have opened new possibilities for
automated health monitoring and predictive analytics in obesity management [8]. Data grouping based
on similar properties and patterns is crucial for analysis or classification, particularly in managing
obesity from diagnosis to treatment and prevention. Accurate obesity level classification is vital for
guiding medical practitioners in selecting appropriate treatment strategies [9]. The integration of
machine learning with healthcare systems has shown promising results in improving diagnostic accuracy
and treatment outcomes [10]. In previous research, the classification of obesity levels has been carried
out using various algorithms. One of them was conducted by [11] using the KNN algorithm, which
achieved an accuracy of 78.98%. Then, another study by [12] used the CNN algorithm and achieved an
accuracy of 82.00%. In addition, research by [13] used Decision Tree and achieved an accuracy of up
to 94.00%, and research by [14] used Multilayer Perceptron (MLP) with an accuracy of 95.06%. Of
course, experimenting with other algorithms can still improve these numbers.

The Random Forest algorithm is known for superior medical data classification performance [15].
Its ensemble learning approach makes it particularly suitable for handling complex medical datasets
with multiple features and potential noise [16]. This algorithm builds a decision tree with various nodes,
such as root, internal, and leaf nodes, in its structure [17]. This algorithm's retrieval of attributes and
data is random, according to predetermined conditions. Random Forest is widely applied in various
classification cases. In research conducted by [18] with medical datasets in the form of diabetes, heart
attack, and cancer, the Random Forest method produces accuracy reaching 74.03%, 83.85%, and
92.40%. The robustness of Random Forest in handling missing data and its ability to provide feature
importance rankings make it an attractive choice for medical applications [19]. To improve the
performance of Random Forest, it is essential to perform careful feature selection. Irrelevant features
can reduce its effectiveness. Hence, an efficient approach to feature selection is required to improve the
algorithm's performance.

Feature selection is an essential process in data analysis [20]. In the context of medical data,
effective feature selection not only improves model performance but also enhances interpretability,
which is crucial for clinical decision-making [21]. One exciting approach in feature selection
optimization is to use Ant Colony Optimization (ACQO). ACO is a metaheuristic algorithm inspired by
the behavior of ants. The basic concept of this algorithm is to follow the trail of ants in finding the
optimal path through the feature graph [22]. The adaptive nature of ACO makes it particularly suitable
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for complex optimization problems where traditional methods may fail to find optimal solutions [23],
[24]. This will help select the best features to achieve the desired goal in data analysis. Previous research
conducted by [25] proved that ACO with Naive Bayes provides promising model results; in that study,
ACO as a feature selection was able to increase the accuracy results, which in the first test were 86.45%,
and by using feature selection, to 95.84%.

Despite numerous studies on obesity classification using machine learning, there remains a
significant research gap in optimizing feature selection specifically for obesity datasets. Previous studies
have not adequately explored the potential of nature-inspired algorithms like ACO for feature selection
in obesity classification. Most existing research focuses on algorithmic improvements without
systematically addressing the feature optimization challenges inherent in obesity-related datasets. This
research addresses this gap by implementing ACO as a feature selection method combined with Random
Forest, which has not been extensively investigated in the obesity classification domain. The novelty of
this study lies in the systematic integration of bio-inspired optimization with ensemble learning
specifically tailored for obesity level prediction, providing a novel contribution to both medical
informatics and computational intelligence fields. Therefore, this research uses other algorithms to
improve the model's quality for the problems raised.

2. METHOD

The research methodology is illustrated in Figure 1, which shows the complete workflow from
data collection to evaluation. The implementation was conducted using Python 3.10 with the scikit-learn
library for the Random Forest algorithm and a custom ACO implementation. Data preprocessing was
performed using the pandas and numpy libraries.
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Figure 1. Flow of Research
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2.1. Data Collection

The dataset used in this study is among the top relevant public datasets on obesity rates obtained
from the Kaggle Website. This data is available through the link
https://www.kaggle.com/datasets/aravindpcoder/obesity-or-cvd-risk-classifyregressorcluster [26]. The
data contains numerical and continuous data for analysis based on classification algorithms. The data
consists of obesity level estimations from individuals in Mexico, Peru, and Colombia, aged between 14
and 61, with diverse eating habits and physical conditions. Data was collected using a web-based
platform where anonymous users completed a survey. The dataset collected amounted to 2111 data
points, has 17 features, and has 7 classes. The attributes related to eating habits include. Each attribute
can be seen in Table 1.
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Table 1. Features of the obesity risk dataset

No Variables Features Description
1 X1 Gender Gender with Male & Female categories.
2 X2 Age Age in years.
3 X3 Height Height (M).
4 X4 Weight Body weight (Kg).
5 X5 family history_with_overweight Has a family with a high body weight.
6 X6 FAVC Frequency of Eating High-Calorie Foods.
7 X7 FCVC Frequency of Vegetable Consumption for one
week.
X8 NCP Number of main meals in a day.
9 X19 CAEC Eat a snack.
10 X10 SMOKE Smoking or not.
11 X11 CH20 Daily water consumption.
12 X12 SCC Monitoring of calorie consumption.
13 X13 FAF Frequency of physical activity.
14 X14 TUE Time spent using technology devices.
15 X15 CALC Alcohol Consumption.
16 X16 MTRANS Transportation is used daily.
17 Y NObeyesdad Obesity Level.

After data collection, initial data cleaning steps were undertaken to ensure the quality and usability
of the dataset. These steps included removing duplicate records to ensure each entry was unique,
encoding categorical variables into numerical formats suitable for classification algorithms, and splitting
the dataset into training and testing sets with an 80:20 ratio. This approach ensured balanced and reliable
model evaluation, with cross-validation further dividing the training data to provide robust and stable
performance through multiple iterations.

2.2. Data Preprocessing

One-hot encoding was used to convert categorical variables into binary vectors, enabling the
machine-learning models to process the data effectively. Specifically, categorical variables such as
gender were transformed, resulting in binary columns like "gender male" and "gender female," with
each category represented by a binary value [27]. One-hot encoding benefits machine learning models
by allowing them to understand and process categorical data more effectively [28].

Data splitting is fundamental in data preprocessing and machine learning model development.
This process refers to separating a dataset into distinct subsets used in various stages of data analysis,
model development, and performance evaluation [29]. The strategy for performing data splitting can
vary depending on the purpose and size of the dataset. In this research, data splitting is performed with
a data division of 80:20, which provides 80% of training and 20% of testing data, creating a balance
between the training and test data for stable and reliable model evaluation. Cross-validation is a process
of dividing data into training data and testing data [30]. Fold the definition for the K value, which is
determined according to the research needs [31]. One set of data is used as training data, the rest as
testing data, and so on, sequentially and alternately for each set. The cross-validation technique can
estimate the value of unknown tuning parameters and the prediction error rate in the final model [32].
In this process, the model is trained using 80% of the entire data as training data, while the remaining
20% is kept for the final model evaluation process. The model is then tested on the remaining 1 part of
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the data as test data. This process is repeated ten times, so each piece of data is used as test data once,
and the training data covers the entire data in the desired proportion.

2.3. Ant Colony Optimization

Ant Colony Optimization (ACO) is one of the methods for solving complex optimization
problems using a metaheuristic approach. This method is inspired by the behavior of ant colonies in
hunting, where ants communicate and cooperate in various ways [33]. ACO belongs to the nature-
inspired intelligence techniques, namely swarm intelligence, which refers to collective behavior capable
of self-regulation [34]. Although ACO has attracted the interest of many researchers due to its ability to
handle various complex problems and provide optimal solutions, it is more effective in handling
numerical data than text data [35]. ACO was first applied to the Traveling Salesman Problem (TSP)
[36]. The probability of moving from point i to point j at time t is calculated using the following formula.

[7,;(D]%[n;,; (1P
leNéc[Ti,z(t)]“[m,z(f)]B

K (+) —
Pl =5 ()
Where is Nik the feasible neighborhood of the node i for ants k, (7;j(t)is the pheromone value
on edge (i,j) at time t, als the weight of the pheromone, 1;;(t)Is the previously available heuristic
information on the edge (i, j) at time, t and £ is the weight of the heuristic information. The pheromone
value (7(%,J)(t) is updated according to the following equation.

Ti,j(t) = p.Ti'j(t - 1) + Z;(lzl ATfj(t) (2)

In the context of feature selection, we use ACO to help find the most relevant subset of features
from the dataset's features. Initially, the pheromone value for each feature is initialized randomly. Next,
the ants will build a subset of features based on probabilities influenced by the pheromone level and
heuristic information. Each iteration of the ACO algorithm involves the process of feature subset
construction by each ant, evaluation of the quality of the feature subset using the Random Forest model,
and updating the pheromone value based on the quality of the found feature subset. This process repeats
for several iterations in the hope of finding the best feature subset that improves the performance of the
classification model.

2.4. Random Forest

Random Forest was first officially published by Leo Breiman in 2001. It is one of the methods
used for classification and regression. This method is an ensemble of learning methods that use decision
trees as basic classifiers, which are built and combined, as we can see in Figure 2 [37]. Random Forest
has several advantages, and it can produce high accuracy. In addition, it is considered quite strong in
handling outliers and noise. Random Forest is also simple and easily parallelized [38].

A Random Forest is an extension of a Decision Tree that uses multiple Decision Trees. Each
Decision Tree is trained using individual samples, and each attribute is randomly selected from a subset
of attributes in a decision tree [39]. The Random Forest method is used in building a decision tree
consisting of root, internal, and leaf nodes to randomly select attributes and data according to the
imposed conditions [40]. To better understand how a Decision Tree functions, it is helpful to understand
its basic components: the root node, internal nodes, and leaf nodes. The root node is the topmost node
representing the entire dataset, internal nodes (decision nodes) represent decision points with at least
two branches, and leaf nodes are the final outputs holding class labels or continuous values. The diagram
below illustrates these components.
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Figure 2. Random Forest Example

2.5. Performance Evaluation

A confusion matrix is one of the measurement tools in the form of a 2x2 matrix, which is used to
obtain the classification accuracy of datasets against active and inactive classes in the algorithm used
[41]. The evaluation stage aims to determine the level of accuracy of the results of using the algorithm
or method [42]. The testing process is known as the Confusion matrix, which represents the correctness
of a classification.

The confusion matrix helps us calculate several model performance evaluation metrics, including
accuracy, precision, recall, F1 score, and so on. It contains actual and predicted information on the
classification system. Table 2 displays the Confusion matrix and its calculation formula.

Table 2. Confusion Matrix

Classification Class Prediction
Class = Yes Class = No
Class = TP (True FN (False
Class .. .
Observation Yes Positive) Negative)
Class = FP (False TN (True
No Positive) Negative)

A confusion matrix is divided into four main components, namely True Positive (TP), False
Positive (FP), False Negative (FN), and True Negative (TN). True Positive (TP) is the number of cases
where the model predicts positive and the true value is also positive. For example, in the case of disease
detection, if the model predicts a person is sick (positive) and the person is actually ill, this is TP. False
Positive (FP) is the number of cases where the model predicts positive, but the actual value is negative.
For example, if the model predicts a person is sick, but the person is actually healthy, this is FP. False
Positive is also known as Type I Error. False Negative (FN) is the number of cases where the model
predicts negative, but the actual value is positive. For example, if the model predicts a person is healthy
(negative), but the person is actually sick, this is an FN. False Negative is also known as Type II Error.
True Negative (TN) is the number of cases where the model predicts negative, and the true value is
negative. For example, if the model predicts a person is healthy and the person is actually healthy, this
is a TN [43], [44]. From the TP, FP, FN, and TN calculations, the proportion of correct predictions out
of the total predictions, the proportion of positive predictions that are actually positive, the proportion
of positive values successfully identified by the model, and the proportion of negative values
successfully identified by the model will be calculated [45], [46].
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Accuracy = ——2TN (3)

TP+TN+FP+FN
Recall = —= 4)
TP+FN
Precision = —— ®))
TP+FP

Precisionx* Recall
F1—Score = 2% ——— (6)

Precision+ Recall

3. RESULT

This study aims to determine the potential of Ant Colony Optimization (ACO) in feature selection
and provide the best performance results on obesity-level classification. Two tests were conducted,
namely the application of Random Forest with all features and the application of Random Forest using
features selected by ACO. Data preprocessing is carried out before testing. Cross-validation with a value
of K-10 was then performed to evaluate the performance of the model objectively. Feature selection is
performed to identify the most relevant features, with ACO parameters optimized to achieve the best
performance.

3.1. Preprocessing

In this study, preprocessing in the form of Label Encoding is carried out on several binary
categorical features such as 'family history with overweight,’ 'FAVC,' 'SMOKE,' and 'SCC,' and
converted into binary numbers, namely 0 and 1. One-hot encoding is carried out on categorical features
in the form of nominals such as 'Gender,' 'CAEC,' 'CALC,' and 'MTRANS.' The obesity level dataset
has 17 features, 16 independent features, and one feature for labels. After one-hot encoding, the
additional features became 23 independent features. The features obtained can be seen in Figure 3.

[5 rows x 24 columns]

Index(["Age’, 'Height', 'Weight', 'family history_with_overweight', 'FAVC',
"FCVC', 'WCP', 'SMOKE', '"CH20', 'SCC', "FAF', "TUE', 'Gender_Male’,
"CAEC_Frequently’, 'CAEC Sometimes', "CAEC no', "CALC Frequently’,

"CALC Sometimes', "CALC no', "MTRANS Bike', 'MTRANS Motorbike',
"MTRANS_Public_Transportation’, "MTRANS Walking®, 'NObeyesdad encoded’],
dtype="object")

Figure 3. Data Information

Furthermore, after exploring the dataset, we found 24 duplicate data points, so we removed them.
Then, the dataset was divided into two parts: 80% of the data became training data, and the remaining
20% became test data.

3.2. Feature Selection

Selecting the correct parameter values is crucial to run the ACO algorithm efficiently. After
conducting various parameter experiments, the best parameter selection in feature selection and
classification accuracy was identified as 1 for the alpha value, 1 for the beta value, and 0.6 for the
evaporation rate. Therefore, these values are adopted for the algorithm. In addition, other parameters
have also been adjusted. Various combinations of alpha, beta, and evaporation rates were tested to
observe their impact on the algorithm’s performance. The experiments involved running the ACO
algorithm multiple times with different parameter sets and evaluating the classification accuracy of the
resulting models. The combination of a = 1, B = 1, and evaporation rate = 0.6 consistently produced the
best results in terms of feature selection efficiency and model accuracy, as can be seen in Table 3.
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Table 3. Selected Parameter Values for Ant Colony Optimization

Parameter Value
Alpha (o) 1
Beta (B) 1
Evaporation Coefficient (p) 0.6
Number of Ants 16
Number of Iterations 5

Not all features have a reasonable correlation in this classification. As described earlier, this
research applies the Ant Colony Optimization (ACO) approach to determine the choice of features.
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Figure 4. Pheromone value of features selected by ACO

In Figure 4, the pheromone value generated in each feature can be seen. The average pheromone
value generated is 0.0048. In the ACO algorithm, a higher pheromone value indicates that ants have
often selected a feature during iterations, which can be interpreted as a "better" feature in the context of
feature selection.

Table 4. Features Selected by ACO

Features Pheromone Value
MTRANS Motorbike 0.0097
Age 0.0095
family history with_overweight 0.0087
Weight 0.0080
Height 0.0078
NCP 0.0069
FAVC 0.0064
FAF 0.0062
Gender Male 0.0061
TUE 0.0051

Table 4. shows the features ACO selected with pheromone values above average. The pheromone
value indicates how important the feature is in determining the data classification. In the table, it can be
seen that Age, family history with overweight, MTRANS Motorbike, and Weight have the highest
pheromone values. This shows that these features are most likely crucial in determining the data
classification. It shows that the pheromone values for all the selected features are relatively close.
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3.3. Cross-validation

The ACO selected features from a total of 23 to 10 features. The model was trained using 80% of
the data, with the remaining 20% reserved for final evaluation. Cross-validation with K=10 was
employed, a common choice in machine learning for balancing training and testing data. This method
ensures robust model evaluation by dividing the data into ten equal parts.

Table 5. Data Validation Comparison
RF RF+ACO
95.20%  91.79%
93.11%  92.53%
95.20%  91.79%
96.40%  95.52%
93.11%  95.52%
94.61%  92.48%
94.01%  91.72%
93.71%  97.74%
94.01%  95.48%
9221%  94.73%
94.16%  93.93%

Table 5 shows the cross-validation results using Random Forest (RF) and Random Forest
combined with the Ant Colony Optimization Algorithm (RF+ACO). The RF model achieved an average
accuracy of 94.16%, with performance ranging from 92.21% to 96.40% across folds, demonstrating
consistent performance. The RF+ACO model had an average accuracy of 93.93%, with some folds
showing high accuracy, such as 95.52% in the 4th fold and 97.74% in the 8th fold, but overall, its average
performance was slightly lower than the RF model.

3.4. Random Forest Model Building and Evaluation

Furthermore, testing is performed by applying a Random Forest with all features. The results are
shown in Table 6.

Table 6. Performance Results of the Random Forest Classification Algorithm

Class Precision Recall F1-Score Overall Accuracy

Insufficient Weight  0.95 0.90 092

Normal Weight 0.80 0.92  0.85

Obesity Type 1 0.99 097 098

Obesity Type II 1.00 1.00 1.00 94,49%

Obesity Type III 1.00 1.00 1.00
Overweight Level I  0.96 0.87 0091
Overweight Level II  0.94 094 094

Table 6 shows that the Random Forest classification algorithm performs satisfactorily in
classifying obesity levels, as evidenced by the high Fl-score and overall accuracy values. Fl-Score
analysis, the harmonic mean of Precision and Recall, shows that the algorithm can classify all classes
well, with F1-Score values above 0.90 for all classes. This indicates that the algorithm can identify and
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classify data with high precision and accuracy. Overall Accuracy reached 94.49%, marking the
algorithm's ability to classify most of the data correctly. Performance analysis for each class shows that
the algorithm has good Precision and Recall for each class. This indicates a high ability to classify and
identify the data correctly. A prominent example is the Obesity Type II and Obesity Type III classes,
where the algorithm achieved perfect Precision and Recall of 1.00. This shows the outstanding ability
to classify the data for both classes.

Further testing will be done by applying the subset of features Ant Colony Optimization (ACO)
selected to the Random Forest classification. The results can be seen in Table 7.

Table 7. Performance Results of the Random Forest Classification Algorithm with Feature Subsets
Selected by Ant Colony Optimization (ACO)

Class Precision Recall F1-Score Overall Accuracy

Insufficient Weight  0.97 0.95 0.96
Normal Weight 0.88 0.93 0.90
Obesity Type 1 1.00 0.96 098

Obesity _Type 11 1.00 1.00 1.00 96,17%
Obesity Type 111 1.00 1.00 1.00
Overweight Level I  0.96 0.89 092
Overweight Level I  0.92 1.00  0.96

Table 7 shows that the combination of Random Forest and ACO algorithms for feature selection
produces impressive performance in classifying obesity levels. This is evidenced by the overall accuracy
value, which is 96.17%. High Precision and Recall values reinforce the algorithm's ability to classify
each class well for most obesity classes. The best results were achieved in the Obesity Type II (Class
3) and Obesity Type III (Class 4) classes, where the algorithm achieved perfect Precision and Recall
(1.00).

In addition, the combination of the Random Forest and ACO algorithm also showed good
performance in Normal Weight (Class 1) and Overweight Level II (Class 6) classes, although there
were some misclassifications. On the other hand, the performance of the algorithm tends to be lower in
the Obesity Type I (Class 2) and Overweight Level I (Class 5) classes, especially in terms of lower
Recall, indicating that there are still some that are not correctly identified in these classes. The
combination of the Random Forest and Ant Colony Optimization (ACO) algorithm has a higher Overall
Accuracy than the Random Forest algorithm.

, 97.14%
98.00% 96.14% 96.14% 96.17%

96.00% -~ 94.86% 94.299 94.299 94.499
94.00%
92.00%
90.00%

Precision (Mean) Recall (Mean) F1-Score (Mean) Overall Accuracy

Model Performance
Evaluation

B RF ERF+ACO

Figure 5. Performance Results of Classification Algorithms
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In Figure 5, performance increases after model evaluation using a combination of Random Forest
with features selected by Ant Colony Optimization feature selection.

4. DISCUSSIONS

This research explores the implementation of the ACO algorithm for feature selection in obesity-
level classification using the Random Forests algorithm. The results showed that the proposed approach
selected a smaller subset of features (10) from 23 independent features in the initial dataset. Testing the
Random Forest classification model with all features resulted in an accuracy of 94.49% while using ten
features selected by ACO increased the accuracy to 96.17%. This shows that proper feature selection
can improve the performance of obesity classification models, resulting in a significant improvement in
prediction.

The superior performance of the proposed RF+ACO method (96.17% accuracy) compared to
existing approaches demonstrates a significant advancement in obesity classification. Unlike previous
studies by Dewi & Dwidasmara [8] (78.98% with KNN) and KIVRAK [9] (82.00% with CNN), our
approach leverages bio-inspired optimization to intelligently select the most relevant features. This
contributes to the field of medical informatics by providing a more efficient and interpretable model for
healthcare decision support systems. The ACO algorithm's ability to identify optimal feature subsets
(reducing from 23 to 10 features) addresses the curse of dimensionality problem common in medical
datasets, making it particularly valuable for real-time clinical applications where computational
efficiency is crucial.

Nonetheless, this study has limitations, namely, using ACO techniques in feature selection
requires careful parameter settings to achieve optimal results. The computational complexity of ACO
parameter tuning (o, B, and evaporation rate) may present challenges in clinical implementation,
requiring domain expertise for optimal configuration. Despite these limitations, this study provides
important implications for developing a more efficient and accurate obesity classification system. The
proposed method significantly outperforms traditional approaches, with accuracy improvements of
17.19% over KNN, 14.17% over CNN, 2.17% over Decision Tree, and 1.11% over MLP, demonstrating
its superiority in obesity classification tasks. Using feature selection methods such as ACO can help
reduce the dimension of irrelevant data, thereby speeding up the model-building process and improving
the interpretability of the results. This has immediate practical implications for healthcare systems, as
reduced feature sets enable faster diagnosis processing and lower computational costs in clinical
environments. Overall, this study makes an essential contribution to obesity classification by introducing
a practical approach to feature selection. Table 8 compares the results of this study with those of previous
studies.

Table 8. Comparative Study

Study Algorithm Accuracy
Dewi & Dwidasmara [11] KNN 78,98%.
KIVRAK [12] CNN 82,00%
Devi et al. [13] Decision Tree 94,00%
Alqahtani [14] Multilayer Perceptron (MLP)  95,06%
The proposed model RF+ACO 96,17%

The comparison table reveals that the algorithm used in this study (Random Forest with Ant
Colony Optimization) achieved the highest accuracy (96.17%) compared to other algorithms used in
different studies. This indicates that the proposed approach yields superior performance in classifying
the obesity level of patients. Applying the ACO algorithm as feature selection significantly improved
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prediction accuracy. The findings showed that the use of 10 features selected by ACO, including
MTRANS Motorbike, Age, family history with overweight, Weight, Height, NCP, FAVC, FAF,
Gender_Male, TUE, was able to provide sufficient information to classify the level of obesity with an
accuracy reaching 96.917%. This confirms that not all features in the dataset contribute equally to
accurate prediction. The proposed approach improves the prediction accuracy and increases the model's
generalizability to new data.

5. CONCLUSION

Based on this research, several significant conclusions can be drawn regarding the
implementation of Ant Colony Optimization for obesity classification. The integration of Ant Colony
Optimization with Random Forest successfully improved obesity classification accuracy from 94.49%
to 96.17%, representing a significant 1.68% improvement and achieving the highest accuracy compared
to existing methods including KNN (78.98%), CNN (82.00%), Decision Tree (94.00%), and MLP
(95.06%). ACO effectively reduced feature dimensionality from 23 to 10 features (56.5% reduction)
while maintaining superior classification performance, demonstrating its efficiency in feature selection
optimization and addressing the curse of dimensionality problem common in medical datasets. This
research significantly contributes to developing a more efficient and accurate obesity classification
system, where the ACO feature selection method can effectively deal with large and complex data
dimensions, enabling more concise and efficient model building.

The proposed method demonstrates excellent performance across all obesity classes with
precision values ranging from 0.88 to 1.00, indicating robust and reliable classification capabilities
suitable for clinical applications. This research contributes significantly to medical informatics and
computer science by providing an efficient, interpretable model that can support healthcare professionals
in obesity diagnosis and intervention planning, with immediate applications in digital health
transformation. The findings have substantial implications for developing automated diagnostic tools in
healthcare systems, potentially reducing diagnostic time by 56.5% through feature reduction, improving
computational efficiency, and supporting real-time clinical decision-making processes.

Future research should focus on conducting external validation using independent datasets across
different populations and healthcare settings to ensure cross-cultural applicability and test the
generalizability of the resulting model. Additional investigations should explore other swarm
intelligence algorithms, such as Particle Swarm Optimization and Genetic Algorithm, for comparative
analysis and potential hybrid optimization approaches. The development of real-time implementation
frameworks for integration into existing clinical decision support systems and electronic health record
platforms represents a crucial next step for practical deployment. Furthermore, extending the
methodology to multi-class health condition classification beyond obesity, including diabetes,
cardiovascular diseases, and metabolic syndrome prediction, would broaden the impact of this research.
Finally, implementing automated parameter tuning mechanisms to reduce the complexity of ACO
configuration for non-expert users in clinical environments would enhance the accessibility and
adoption of this approach. This research is expected to make an ongoing contribution to the field of
obesity classification and the development of more sophisticated data analysis methods in intelligent
healthcare systems, ultimately improving patient outcomes and healthcare delivery efficiency.
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