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Abstract 

Proper classification of diabetes is a significant challenge in contemporary healthcare, especially related to early 

detection and clinical decision support systems. This study aims to optimize the Extreme Learning Machine (ELM) 

model with a metaheuristic approach to improve performance in diabetes classification. The data used was an open 

dataset containing the patient's medical attributes, such as age, gender, smoking status, body mass index, blood 

glucose level, and HbA1c. The initial process includes data cleansing, one-hot coding for categorical features, 

MinMax normalization, and unbalanced data handling with SMOTE. The ELM model was tested with four activation 

functions (Sigmoid, ReLU, Tanh, and RBF) each combined with three metaheuristic optimization strategies, namely 

Particle Swarm Optimization (PSO), Genetic Algorithm (GA), and Bat Algorithm. The results of the evaluation 

showed that the combination of the Tanh activation function with GA optimization obtained the highest accuracy of 

87.98% and an F1-score of 0.5489. Overall, GA optimization appears to be superior to all other measurement 

configurations in consistent classification performance. The main contribution of this study is to offer a systematic 

approach to select the best combination of activation functions and optimization algorithms in ELM, as well as to 

provide empirical evidence to support the application of metaheuristic strategies to improve the accuracy of disease 

classification based on health data. This research has direct implications for the development of a more precise and 

data-based medical diagnostic classification system for diabetes. 
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1. INTRODUCTION 

Diabetes mellitus is one example of a chronic disease that is growing exponentially around the 

world [1]-[3]. The International Diabetes Federation estimates that by 2045, 783 million people will 

suffer from Diabetes, a significant increase from 537 million in 2021 [4]-[6]. Early intervention is 

essential in an effort to reduce the risk of long-term complications [7], [8]. This highlights the need for 

a constitutional automatic classification system based on artificial intelligence in the medical field. In 

the medical context, where accuracy and speed of diagnosis are crucial, the integration of algorithms 

such as the Extreme Learning Machine (ELM) can provide an efficient solution for automatically 

classifying medical data, thus supporting faster and more precise clinical decision-making. 

The Extreme Learning Machine (ELM) is one of the highly efficient fast classifier algorithms [9] 

-[12] The main advantages of ELM are its fast training speed and its simple architecture [13], [14]. ELM 
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performance is often unstable and highly sensitive to initial configurations due to randomly assigned 

initial weights and biases [15] This drives the need to incorporate optimization techniques aimed at 

improving the predictive accuracy of ELMs. 

Some studies have integrated Extreme Learning Machines (ELMs) with metaheuristic algorithms 

such as Particle Swarm Optimization (PSO), Genetic Algorithm (GA), and Bat Algorithm to improve 

classification accuracy. Ding et al. used an ELM optimized with PSO for the classification of syndromes 

in primary liver cancer, but this study applied only one type of activation function without further 

exploration of the other functions [16] Liu et al. utilized Genetic Algorithm in combination with ELM 

for the classification of Android apps, but the study did not address a comparison of various activation 

functions [17] Fan in 2021 developed a hybrid ELM model optimized with a combination  of the Bat 

Algorithm and Cuckoo Search Algorithm for regression and multiclass classification tasks. This study 

optimized the input weights and hidden thresholds of the ELM, but did not consider data balancing in 

the classification process [18] Meanwhile, a study by Liu et al. and Tan (2023–2024) evaluated the 

performance of activation functions in ELM and proposed improvements to the model structure using 

the PSO strategy, but neither combined the exploration of activation functions with other optimization 

algorithms [19], [20]. 

Of all these studies, there has been no clear attempt to systematically combine multiple activation 

functions with multiple optimization algorithms in a single experimental framework, especially in 

unbalanced medical datasets such as diabetes. This study aims to assess the performance of the activation 

functions of Sigmoid, ReLU, Tanh, and RBF in combination with PSO, GA, and Bat Algorithm 

metaheuristic algorithms in the ELM model for diabetes classification. The study also applied the 

Synthetic Minority Oversampling Technique (SMOTE) to address class imbalances in the dataset. 

The main contribution of this study is the design and comparison of 12 combinations of ELM-

based models with integrated imbalance data characterized by metaheuristic activation and optimization 

to achieve a more accurate, stable, and reliable diabetes classification system for real-world clinical 

settings. 

2. METHOD 

To illustrate the stages of the research, Figure 1 presents the process flow from data processing 

to model evaluation. Each stage is described systematically to ensure replication and validation of the 

experimental results. 

 
Figure 1. Flow of Research Process 

 

This study aims to evaluate the performance of the Extreme Learning Machine (ELM) model in 

diabetes risk classification by combining various activation functions and metaheuristic optimization 
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algorithms. The research method can be seen in Figure 1, which illustrates the overall stages of the 

methodology employed in this study. Each step includes data preprocessing, model training with 

different activation functions, optimization using metaheuristic algorithms, and performance evaluation. 

2.1. Data Import and Cleanup 

The dataset used is diabetes_prediction_dataset.csv, which contains medical information such as 

age, gender, body mass index (BMI), glucose levels, HbA1c, and diabetes status. 

 

Table 1. Diabetes Data 

No X1 X2 X3 X4 X5 X6 X7 X8 Y 

1 Female 80 0 1 never 25.19 6.6 140 0 

2 Female 54 0 0 No Info 27.32 6.6 80 0 

3 Male 28 0 0 never 27.32 5.7 158 0 

4 Female 36 0 0 current 23.45 5 155 0 

5 Male 76 1 1 current 20.14 4.8 155 0 

6 Female 20 0 0 never 27.32 6.6 85 0 

7 Female 44 0 0 never 19.31 6.5 200 1 

8 Female 79 0 0 No Info 23.86 5.7 85 0 

… … … … … … … … … … 

99998 Male 66 0 0 former 27.83 5.7 155 0 

99999 Female 24 0 0 never 35.42 4 100 0 

100000 Female 57 0 0 current 22.43 6.6 90 0 

 

Table 1 shows the first five rows of the dataset used in this study. Each row represents a patient's 

data, with nine key attributes. Column X1 represents the patient's gender (gender), which has been coded 

in numerical form. X2 is the patient's age in units of years, while X3 expresses smoking history, also in 

the form of numerical codes resulting from one-hot encoding. Furthermore, X4 is a blood pressure value 

or other clinical parameter that reflects the patient's metabolic status (depending on the original data). 

X5 to X7 represent body mass index (BMI), HbA1c levels, and blood glucose levels, respectively. X8 

shows other numerical additional features that have been normalized. Finally, column Y is a binary 

target label that indicates diabetes status: 1 if the patient is detected to have diabetes, and 0 if not. After 

the data is successfully imported, the initial process of data cleansing is carried out to ensure optimal 

input quality. Checking for empty values is performed using the isnull() function on each column, and 

the results show that the dataset does not contain missing values. Next, the duplicated data is identified 

using df.duplicated(), and all rows detected as duplicates are immediately deleted so as not to affect the 

model training process. 

2.2. Data Pre-processing 

Data pre-processing is an important stage in machine learning to improve data quality, reduce 

noise, and ensure models can learn optimally from available data [21], [22]. The cleaned data is further 

processed to be compatible with the ELM model: 

a. One-hot encoding is applied to categorical fields such as gender and smoking_history. 

b. Normalization uses MinMaxScaler on numerical features such as age, bmi, HbA1c_level, and 

blood_glucose_level. 

2.3. Data Splitting 
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The data was then divided into 80% for training and 20% for testing using Stratified Split based 

on diabetes labels. Because the dataset has an unbalanced distribution of classes, an oversampling 

process is carried out with SMOTE (Synthetic Minority Over-sampling Technique) to balance the 

classes on the training data [23]. 

2.4. ELM Model Training 

The model used in this study is Extreme Learning Machine (ELM), which is a feedforward neural 

network-based supervised learning algorithm with one hidden layer [24], [25]. The main advantage of 

ELM is its high training speed because the learning process is only carried out once (non-iterative) 

through linear solutions [26], [27]. In this study, the number of neurons in the hidden layer was set to 

100 neurons for all experiments. 

 
Figure 2. ELM Architecture 

 

 

Figure 2 illustrates the general architecture of an ELM network. The model consists of three main 

components: 

a. An input layer with N units representing the input features. 

b. A hidden layer with L neurons and a specific activation function. 

c. An output layer that provides the final classification result. 

The ELM model is implemented with a single hidden layer comprising 100 neurons. The 

activation functions used include those described in [28], [29], [30], [31]: 

1. Sigmoid: 

𝑔(𝑥) =
1

1+𝑒−𝑥                            (1) 

2. ReLu (Rectified LinearUnit):  

𝑔(𝑥) = 𝑚𝑎𝑥(0, 𝑥)                    (2) 

3. Tanh (Hyperbolic Tangent):  

𝑔(𝑥) = tanh(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥        (3) 

4. RBF (Radial Basis Function)  

𝑔(𝑥) = exp (−𝛾||𝑥 − 𝑐||
2

)      (4) 

Where c is the center and 𝛾 is the shape parameter. After the activity is computed, the output 

weight 𝛽 is obtained using the formula:  

𝛽 = 𝐻′𝑇                                    (5) 

where: 

a. H: hidden layer output matrix, 
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b. T: target, 

c. 𝐻′: moore-penrose pseudoinvers of H. 

To enhance prediction performance and accuracy, the input weights and hidden layer biases are 

not randomly initialized but instead optimized using three metaheuristic algorithms [32], [33], [34]: 

Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Bat Algorithm. 

To support the implementation of this study, several computational tools were employed. 

The entire modeling and evaluation process was conducted using Python programming 

language. Key libraries included NumPy and Pandas for data manipulation, scikit-learn 

(sklearn) for preprocessing and evaluation metrics, and custom-built modules for implementing 

the ELM architecture and the metaheuristic algorithms. Visualization of results, such as 

performance comparisons and convergence graphs, was done using Matplotlib and Seaborn. 

2.5. Testing and Evaluation 

After the model training is completed, testing is performed on the test dataset. The evaluation is 

conducted using five key metrics [35], [36]: 

1. Accuracy:   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 +𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                (6) 

2. Precision:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                  (7)  

3. Recall (Sensitivity): 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                    (8) 

4. F1-Score: 

𝐹1 = 2 ∙  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                  (9) 

5. ROC-AUC 

ROC − AUC = ∫ 𝑇𝑃𝑅(𝐹𝑃𝑅)𝑑𝐹𝑃𝑅
1

0
     (10) 

2.6. Visualization and Result Storage 

The results of all experiment combinations (4 activation functions × 3 optimization algorithms = 

12 configurations) are stored and visualized. The confusion matrix and ROC curve were used to show 

the model's ability to classify diabetes cases. 

3. RESULT 

Experiments were conducted to evaluate the performance of 12 ELM model combinations based 

on variations in activation functions and metaheuristic optimization algorithms. The evaluation results 

of each model combination are shown in Table 2, which includes the accuracy, precision, recall, F1-

score, and ROC-AUC metrics.  

 

 

Table 2. ELM Model Evaluation Results 

No Activation Optimization Accuracy Precision Recall F1-Score ROC-AUC 

1 Sigmoid PSO 0.8764 0.3961 0.8641 0.5432 0.9517 

2 Sigmoid GA 0.8780 0.3994 0.8629 0.5461 0.9514 

3 Sigmoid Bat 0.8717 0.3846 0.8488 0.5293 0.9441 

4 ReLU PSO 0.8740 0.3922 0.8759 0.5418 0.9521 
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No Activation Optimization Accuracy Precision Recall F1-Score ROC-AUC 

5 ReLU GA 0.8783 0.3999 0.8612 0.5462 0.9507 

6 ReLU Bat 0.8770 0.3975 0.8659 0.5449 0.9505 

7 Tanh PSO 0.8788 0.4009 0.8612 0.5471 0.9505 

8 Tanh GA 0.8798 0.4029 0.8606 0.5489 0.9503 

9 Tanh Bat 0.8531 0.3485 0.8376 0.4922 0.9339 

10 RBF PSO 0.8769 0.3975 0.8694 0.5456 0.9508 

11 RBF GA 0.8663 0.3763 0.8718 0.5257 0.9501 

12 RBF Bat 0.7649 0.1912 0.5465 0.2832 0.7391 

 

In general, the model with the Tanh activation function showed quite good performance on all 

optimization methods, where the combination of Tanh + GA obtained the highest accuracy of 0.8798 

and an F1-score of 0.54889. Other combinations, such as ReLU + GA and Sigmoid + GA, also showed 

good results and consistency was shown with a ROC-AUC value of over 0.95. In contrast to this, the 

model with RBF activation was not good at predicting its energy positives, especially in combination 

with the Bat Algorithm, where the accuracy obtained was only 0.7649 and the lowest F1-score was 

0.2832. These findings show that BPF RBF is controlled by ELM settings and the data faced is slightly 

detrimental to the activation of RBF in this method. 

To complement the tabular evaluation results, a heatmap visualization is provided in 

Figure 3, displaying the F1-Score performance for all combinations of activation functions and 

optimization algorithms. This visual aid allows for rapid identification of top-performing 

configurations and highlights the consistency of certain methods. As shown in the heatmap, the 

Tanh + GA, Tanh + PSO, and ReLU + GA combinations achieved the highest F1-Scores, 

confirming their superior classification capability in the context of diabetes prediction using 

ELM. 

 

Figure 3. Heatmap Visualization Of F1-Score Across Activation Functions And Optimization 

Algorithm Combinations In ELM. 
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From the recall, it seems that currently all models can classify diabetes cases into positive 

classes. However, the decrease in precision values indicates that there are so many false positives. Many 

of these errors may be caused by class imbalance even though SMOTE has been carried out. In this case, 

the activation of Tanh and Sigmoid is better in controlling ni Sensitivity and Accuracy compared to 

RBF. To further analyze the performance of all optimization combinations on a given activation 

function, an evaluation visualization of each activation function is performed. In Figure 4, the 

performance of the ELM model with Sigmoid activation is shown in three optimization methods, namely 

PSO, GA, and Bat Algorithm, and using five main evaluation metrics. 

 

      

Figure 4. Evaluation Results of Sigmoid Activation Function 

 

 

From the evaluation results, the performance of Sigmoid activation function was found to be good 

and stable across the three tested optimization algorithms. Accuracy value ranged from 0.8717 to 0.8780, 

with ROC-AUC score all above 0.94, indicating strong model discrimination. Best combination within 

these configurations was Sigmoid + GA achieving 0.8780 of accuracy and 0.5461 of F1-score which 

indicates fair balance of sensitivity and specificity. Subsequently, to assess the contribution of ReLU 

activation function, similar analysis was conducted on three optimization combinations (PSO, GA, and 

Bat Algorithm) as shown in Figure 5. 

      

Figure 5. Evaluation Results of ReLU Activation Function 

 

 

The application of the ReLU activation function results is quite impressive, especially in the 

combination of ReLU + GA where accuracy achieved was 0.8780 with F1-score 0.5456 and consistently 

ROC-AUC over 0.95 for all optimization methods. This indicates that ReLU has good pattern 

recognition capability for classification, although performance slightly deteriorates with Bat Algorithm 

combinations. For comparison purposes, Tanh activation function was studied further as its smooth and 

bounded nature often contributes to model stability and generalization. We present visualizations of the 

results below. 

 

Figure 6. Evaluation Results of Tanh Activation Function 
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The Tanh activation function performed consistently across all optimization combinations. The 

best combination was found on Tanh + GA where accuracy was 0.8798 with F1-score of 0.5489 making 

it one of the most balanced configurations between accuracy, sensitivity, and precision. High values of 

ROC-AUC rank across all variants demonstrate that Tanh activation has the capacity to support ELM 

in class discrimination even with data that was previously imbalanced. As a concluding part of the 

analysis the RBF activation function was also tested to assess how well it could handle the non-linear 

complexity of the ELM model. 

 

Figure 7. Evaluation Results of RBF Activation Function 

 

 

RBF activation functions tend to be outperformed relative to other activation functions. Its best 

combination, RBF + GA, achieved an accuracy of 0.8733 and F1 score of 0.5366, still under the optimal 

Tanh and ReLU results. Particularly with RBF + Bat Algorithm, performance suffered sharply with 

accuracy dropping to 0.7649, F1 score of 0.2832, and ROC-AUC of 0.74, the worst of all the 

experiments. These results indicate that RBF is limited in adapting to the architectural complexity of the 

ELM model for diabetes classification.   

Evaluating the performance of the twelve combinations of activation functions and optimization 

algorithms on the Extreme Learning Machine (ELM) model revealed very different results in accuracy, 

precision, recall, F1-score, and ROC-AUC. Overall, the best results came from using Tanh activation 

and Genetic Algorithm (GA) as optimization algorithm. The model achieved an accuracy of 0.8798, F1 

score of 0.5489, and ROC-AUC 0.9503, indicating robust and precise classification performance. 

Combining sigmoid and GA optimizations also produced powerful performers along with ReLU 

+ GA, demonstrating accuracy values surpassing 0.878 and F1-scores approaching 0.55. The three also 

had ROC-AUCs above 0.95, indicating that the model could reliably distinguish between diabetes and 

non-diabetes patients across various classification thresholds. This suggests that the application of 

Genetic Algorithm as an optimization strategy consistently improves ELM performance regardless of 

the activation function employed. In general, Tanh and ReLU activation functions volatilely 

outperformed Sigmoid, which often exhibited erratic dynamics in precision and recall, dominating the 

stability of evaluation metrics. 

On the opposite end, Radial Basis Function (RBF) activations seem to underperform. The RBF + 

Bat Algorithm combination recorded the worst result, achieving only an accuracy of 0.7649, F1-score 

of 0.2832, and ROC-AUC of 0.7391, illustrating the model's weak ability in accurately identifying the 

minor class. This is likely due to the local nature of RBF activation that is poorly suited for ELM's global 

mapping design, in addition to the Bat Algorithm‘s limited performance when attempting to explore 

optimal solutions within complex search spaces. 

These findings confirm that the effectiveness of ELM does not depend only on the number of 

neurons or the underlying architecture of the ELM, but on the specific optimization system and 

activation functions that are applied. In the classification of diabetes based on health data, the most 

optimal combination is ELM with Tanh activation function and GA optimization, The best consideration 

in the optimization of sensitivity (recall), precision, and generalization ability (ROC-AUC) is obtained 
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here. These findings contribute to the development of machine learning-based models for efficient and 

accurate early detection of diabetes. 

4. DISCUSSIONS 

This research demonstrates that the combination of activation function and optimization 

algorithm significantly contributes to the performance of the Extreme Learning Machine (ELM) model 

in diabetes classification. The Tanh + GA combination provided the best result consistently across 

multiple metrics including accuracy, F1, and ROC-AUC. This is in agreement with the findings in [37] 

which showed that the incorporation of a Genetic Algorithm into ELM increased the stability and the 

overall generalization capability of the model for data classification tasks, including those relevant to 

medical applications. Also, ReLU + GA and Sigmoid + GA combinations demonstrated high-performed 

accuracy above 0.878 and ROC-AUC above 0.95. This supports the study conducted by [38] which 

reported that the ReLU activation function tends to produce faster and more stable convergence during 

non-linear modelos Non-linear ELMs. The reason for this dip in performance could be attributed to the 

local nature of the RBF activations in mapping global data distributions. These findings support [39] 

who pointed out that RBF functions are better suited for local classification tasks but are ineffective for 

global classifications, such as a data-table-driven diagnostic medicine. This research extends the 

application of metaheuristic-integrated neural networks in medical informatics, particularly for 

imbalanced health datasets, by demonstrating how activation function and optimization selection in 

ELM can directly improve predictive accuracy in clinical classification tasks. 

It aligns with the findings of [40], which stated that Genetic Algorithm is efficient in solving non-

convex optimization problems with high stability and accuracy on classification, especially in model 

structures which are sensitive to weight initialization like ELM. This is further corroborated by the study 

of [41] which advocates for the ensemble or hybrid approach for better classification accuracy on the 

imbalanced medical datasets as well as overcoming the SMOTE limitation of generating high positive 

false rate. Thus, these experiment results not only reinforce the findings from previous research but also 

contribute practically by aiding the selection of the optimal ELM configuration for disease classification, 

particularly in the early detection of diabetes using patients’ past health records. 

Despite yielding promising results, this study is not without limitations. First, all experiments 

were conducted using a single open-access dataset, which does not guarantee the model’s 

generalizability to data from other populations. Second, the application of SMOTE for data balancing 

presents the risk of producing non-representative synthetic samples, particularly for the severely 

restricted minority class. Moreover, this study has yet to test the model's sensitivity to variations in the 

number of neurons in the hidden layer or the parameters of the optimizing algorithm. Further evaluation 

using statistical testing or cross-validation also remains incomplete, presenting opportunities for 

improvement in future studies. 

5. CONCLUSION 

This research evaluates theperformance of Extreme Learning Machine (ELM) model with 

different activation functions combinations (Sigmoid, ReLU, Tanh, and RBF) and metaheuristic 

optimization algorithms (Genetic Algorithm, Particle Swarm Optimization, and Bat Algorithm) for 

diabetes classification. The experiments conducted proved that the combination of Tanh + GA 

performed best achieving an accuracy of 0.8798, F1 score of 0.5489, and ROC-AUC of 0.9503, 

outperforming other configurations in polarization stratification balance. Genetic Algorithm (GA) 

proved to be the most consistent optimization method, significantly increasing accuracy in all but two 

activation functions. The Tanh and ReLU activation functions also demonstrated robust stability in 

supporting classificaion performance; RBF, on the other hand, showed the poorest results, most notably 
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when paired with Bat Algorithm. These findings reinforce that the choice of combination of the 

activation function and optimization algorithm is essential for improving the accuracy and 

generalization of ELM model, especially in disease classification. This study could be used as the basis 

for developing more accurate systems for early detection of diabetes, while also being expanded upon 

for other applications in medical classification. For further work, this research could be extended by 

testing the model's sensitivity to its parameters, cross-validation, and testing with other medical datasets 

to improve generalizability. 
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