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Abstract 

This study addresses the problem of predicting delivery status in supply chain data, a critical task for optimizing 

logistics and operations. The dataset, which includes multiple features like order details, product specifications, and 

customer information, was pre-processed using oversampling to address class imbalance, ensuring that the model 

could handle rare cases of late or canceled deliveries. The data cleaning process involved handling missing values, 

removing irrelevant columns, and transforming categorical variables into numerical formats. After pre-processing 

and cleaning, five machine learning models were applied: Logistic Regression, Random Forest, SVM, K-Nearest 

Neighbors (KNN), and XGBoost. Each model was evaluated using metrics such as accuracy, precision, recall, and 

F1-score. The results showed that XGBoost outperformed the other models, achieving the highest accuracy and 

providing the most reliable predictions for the delivery status. This makes XGBoost the best choice for supply chain 

data analysis in this context. This study contributes to the growing application of machine learning in supply chain 

optimization by identifying XGBoost as a robust model for delivery status prediction in large datasets. For future 

research, exploring hybrid models and advanced feature engineering techniques could further improve prediction 

accuracy and address additional challenges in supply chain optimization, especially in the context of real-time data 

processing and dynamic supply chain environments.   
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1. INTRODUCTION 

In modern supply chain management systems, timely and accurate decision making is a major 

challenge, especially when faced with large and complex data volumes [1], [2]. Many variables in supply 

chain data such as product type, delivery time, logistics costs, and vendor performance are interrelated 

and affect overall operational efficiency [3], [4]. On the other hand, the complexity of the relationship 

between these variables makes manual analysis less effective in identifying important patterns that can 

be used as a basis for decision making [4], [5], [6]. Therefore, a machine learning-based approach is 

needed that is able to process data efficiently and produce accurate predictions [7], [8], [9]. Comparison 

between supervised learning models is important to determine the most optimal method in supporting 

strategic decisions in supply chain management [10]. 

Based on the problem analysis, there is an urgency in decision making in a complex supply chain 

system [2], [3], [11]. To answer this need, a machine learning-based approach can be used as an adaptive 

and data-oriented solution. With its ability to recognize complex patterns and make predictions 

automatically, machine learning can help optimize processes such as demand forecasting, vendor 
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performance assessments, and delivery time estimates [12], [13], [14]. The model training process is 

carried out by utilizing historical supply chain data that has been cleaned and engineered for features, 

resulting in a predictive model that is able to support operational and strategic decision making [15], 

[16]. This approach not only improves decision accuracy but also enables higher efficiency in resource 

and logistics management. 

To support this research, several related studies have proposed the use of similar models. 

However, there are several limitations identified in these studies, which raises the urgency for the 

submission of this research to address these issues. Such as Kang et al. (2025) [17], where the authors 

propose the use of supervised machine learning to assess supplier performance and risk profiles in 

supply chain management. Several classification models are used to analyze and predict supplier 

performance based on historical data. The models used can improve supplier selection efficiency and 

provide more accurate recommendations to reduce risks in the supply chain. This approach successfully 

optimizes supply chain performance by improving supplier selection consistency. The study has 

limitations in the quality of the data used. The high reliance on clean and complete historical data makes 

the prediction results susceptible to data bias or data deficiencies. In addition, this model only considers 

certain supplier features, so it may miss other important variables that affect overall performance. 

Sani et al. (2023) [18] proposes the use of Light Gradient Boosting Machine (LightGBM) 

optimized with Bayesian approach to predict risks in supply chain, especially backorder risk. The 

Bayesian optimized model shows very high prediction accuracy in predicting backorder risk, with good 

computational efficiency. This approach can provide deeper insight into potential disruptions in supply 

chain. Although this model shows good results, Bayesian optimization requires large computational 

resources and long training time, especially on large datasets. In addition, this model is limited to 

backorder risk modeling, so it does not consider other external factors that may affect risk management 

in supply chain. 

Kiran et al. (2025) [4] proposes the use of various machine learning algorithms such as Long 

Short-Term Memory (LSTM), Support Vector Machine (SVM), Genetic Algorithm (GA), and 

Reinforcement Learning (RL) to improve decision making in supply chain management. LSTM 

achieves 94.3% accuracy, SVM achieves 87.8%, while GA and RL improve delivery efficiency and 

resource optimization in the supply chain system. A hybrid model combining these techniques provides 

better results in real-time decision making and resource management. Combining different algorithmic 

techniques can cause problems in the consistency of results and managing complex models. In addition, 

LSTM requires very large and precise time-series data to achieve optimal performance, which is 

sometimes difficult to achieve in dynamic real-world applications. 

The main contribution of this study lies in the comparative application of supervised learning 

models in decision making in supply chain management using big data, which distinguishes it from 

previous studies that used smaller datasets. Although previous studies have successfully applied 

supervised learning models to large data, they have not utilized the full potential of big data that can 

cover larger volumes, variations, and speeds of information. This study proposes a more scalable and 

efficient approach to processing and analyzing big data to support strategic decisions in the supply chain, 

which allows the model to identify more complex patterns and provide more accurate predictions in a 

dynamic and evolving context. By utilizing big data, this study aims to overcome the challenges of 

previous models and provide more adaptive and relevant solutions in global supply chain management. 

2. METHOD 

This research begins with collecting raw data, which is then processed through data processing to 

ensure it is ready for use. Next, data preparation and data cleaning are performed to over-sampling and 

inconsistencies. The cleaned data is then initialized with labels and attributes to make it recognizable by 
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machine learning models. The following stage involves initializing models using various algorithms 

such as Logistic Regression, Random Forest Classifier, Support Vector Machine, K-Nearest Neighbors, 

and Xtreme Gradient Boosting. The data is split into three parts: 80% for training, 10% for validation, 

and 10% for testing. The trained models are then evaluated using a confusion matrix to measure their 

performance, followed by a comparison of the best models to determine the most effective algorithm 

for prediction or classification tasks. 

 

 
Figure 1. Proposed Scheme 

2.1. Pre-processing (Oversampling) 

The target variable in the dataset demonstrates a clear class imbalance. The Late delivery category 

contains 98,977 samples, while Shipping canceled has only 7,754 samples. This imbalance can 

negatively impact the performance of supervised learning models, as they tend to favor majority classes 

during training, leading to poor generalization for minority classes. 

 

Table 1. Pre-processed Class Distribution 

Class Label Raw Count Processed Count Sampling Status 

Late delivery 98,977  98,977 Stable 

Advance shipping 41,592 98,977 Oversampled 

Shipping on time 32,196 98,977 Oversampled 

Shipping canceled 7,754 98,977 Oversampled 

 

As seen in table 1, this study applies an oversampling technique. Oversampling increases the 

number of samples in the minority classes to match the size of the majority class. This is done without 

discarding valuable data from the majority class, which is particularly important in this context, where 

the largest class (Late delivery) contains useful patterns for accurate prediction.  

Among various oversampling methods, this study adopts a random oversampling approach by 

duplicating existing samples from underrepresented classes such as Shipping canceled and Shipping on 

time [19]. This helps ensure that the model is exposed to a balanced representation of all target categories 

during training, ultimately improving its ability to learn from all classes and make more reliable and fair 

predictions in the supply chain decision-making process [20]. 
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2.2. Data Cleaning 

The data cleaning process aims to ensure the quality, consistency, and usability of the dataset 

before applying machine learning models [21]. Based on the referenced source code, several key 

cleaning procedures were applied systematically. The dataset was initially inspected for missing values 

using statistical functions and visualized through heatmaps to identify sparsity. Columns with a high 

percentage of missing data or those deemed non-contributive were removed entirely to reduce 

dimensionality and enhance overall data quality. Meanwhile, rows with minor missing entries were 

either imputed or removed based on their relevance and impact on the target variable. 

To eliminate redundancy and irrelevant information, non-informative columns such as ‘ID’, 

‘Product Status’, and other identifiers with no predictive value were dropped. This step was guided by 

correlation analysis and domain-specific knowledge of supply chain operations. Furthermore, 

categorical attributes including ‘Warehouse_block’, ‘Mode_of_Shipment’, and ‘Product_importance’ 

were converted into numerical formats using encoding techniques such as Label Encoding or One-Hot 

Encoding to ensure compatibility with machine learning algorithms. 

Numerical features like ‘Cost_of_the_Product’ and ‘Discount_offered’ were assessed for outliers 

using statistical visualizations such as boxplots. Extreme values that could potentially distort the model’s 

learning capability were either capped or excluded. Temporal variables such as ‘Order Date’ and 

‘Shipping Date’ were cleaned and transformed into derived metrics like shipping duration by computing 

the time difference between dates. Any inconsistencies or unrealistic timestamps were identified and 

corrected during this process. Lastly, all data types were standardized—for instance, converting string 

values to datetime objects and floats to integers—to ensure consistency and compatibility throughout 

the modeling pipeline. An overview of the dataset before and after the cleaning process as seen in Table 

2, highlighting the structural improvements resulting from these preprocessing steps. This cleaning 

process is crucial because it directly impacts the model’s performance. Clean and relevant data helps 

the model learn patterns more accurately and reduces the risk of overfitting or mispredictions due to 

biased or malformed data. 

 

Table 2. Dataset Overview: Before and After Data Cleaning 

Aspect Before Cleaning After Cleaning 

Number of Features 53 35 

Missing Values Present in several columns Handled or removed 

Redundant Columns Included (e.g., 'ID', 'Product Status') Dropped 

Categorical Features Raw text labels Encoded numerically 

Date Columns Format String/Unprocessed Parsed and 

transformed 

Outliers in Numeric 

Columns 

Detected in 'Cost_of_the_Product', 

'Discount_offered' 

Removed or capped 

Data Type Inconsistencies Mixed types Standardized 

2.3. Supervised Learning Model Based on Machine Learning Algorithm 

In this study, multiple machine learning algorithms are applied to predict the Delivery Status 

based on various order and product-related features. The models considered include: 

2.3.1. Logistic Regression 

Logistic Regression is a statistical method commonly used for binary classification tasks [22]. In 

this context, the model is applied to predict the probability of a shipment being late or on time. The 

model calculates the probability of an event occurring based on a linear combination of the features. 
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Despite its relative simplicity, Logistic Regression is used as a baseline model due to its efficiency and 

ability to provide clear interpretations, especially when the relationship between features and targets is 

nearly linear. 

2.3.2. Random Forest Classifier 

Random Forest is an ensemble algorithm based on decision trees [23], [24]. It combines multiple 

decision trees to improve classification accuracy and reduce overfitting. Each tree in the forest is trained 

on a random subset of the data, and the final prediction is made based on majority voting. Random 

Forest is particularly useful in this context because of its ability to handle large datasets and capture 

complex non-linear relationships between features and target variables. 

2.3.3. Support Vector Machine 

Support Vector Machine (SVM) is a powerful classification algorithm that finds the optimal 

hyperplane to separate different classes in a feature space [25], [26], [27]. SVM is very effective when 

the data is not linearly separable by using a kernel function to transform the data into a higher-

dimensional space. In this study, SVM is applied to classify Delivery Status and is expected to provide 

good performance on both linearly and non-linearly separable data. 

2.3.4. K-Nearest Neighbors 

K-Nearest Neighbors (KNN) is a non-parametric algorithm that classifies data based on its 

proximity to other data in a feature space [28]. Prediction is done by considering the majority class 

among the k-nearest neighbors of the test point. KNN is simple, intuitive, and often used for 

classification tasks where the decision boundary is highly non-linear. However, its performance can 

degrade on high-dimensional data or large datasets due to its reliance on distance calculations. 

2.3.5. Extreme Gradient Boosting 

XGBoost (Extreme Gradient Boosting) is a highly efficient and scalable gradient boosting 

algorithm for classification tasks [29], [30]. It builds an ensemble of decision trees sequentially, with 

each tree trying to correct the errors made by the previous tree. XGBoost has become popular due to its 

high accuracy, speed, and ability to handle missing values and large datasets. It is very effective in 

predicting outcomes based on complex non-linear patterns and is expected to perform best on these 

datasets. 

2.4. Confusion Matrix 

Confusion matrix is an important tool in evaluating the performance of classification models, 

allowing to analyze how well the model predicts different classes [31], [32], [33]. It shows the 

distribution of correct and incorrect predictions in the relevant categories, providing a clearer picture of 

the types of errors made by the model [34], [35]. In the context of this study, confusion matrix is used 

to evaluate the performance of different machine learning models applied to predict Shipment Status. 

Accuracy is the most commonly used evaluation metric in classification models. Accuracy 

measures the extent to which a model can predict the correct label from all the data tested. This metric 

is calculated by comparing the number of correct predictions (for both positive and negative classes) to 

the total number of data tested. The accuracy assessment can be seen in equation (1). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 (1) 

Precision is a metric that measures the extent to which a model's positive predictions are actually 

relevant. It shows how many of all the positive predictions made by the model are actually correct. High 
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precision indicates that the model makes few errors in predicting the positive class. This is very useful 

when we want to minimize the number of errors in predicting the positive class (e.g., a delivery delay 

that is incorrectly predicted on time). The precision assessment can be seen in equation (2). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (2) 

Recall, or Sensitivity, is a metric that measures the extent to which a model can recognize all 

positive class examples in the data. It indicates how many of all positive class examples the model 

successfully recognized. High recall indicates that the model was able to find most of the positive class 

examples, but does not guarantee that the positive predictions were correct (it is more about sensitivity 

to minority classes). The recall assessment can be seen in equation (3). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (3) 

F1-Score is a metric that combines precision and recall into one number, which is useful when 

we need a balance between the two. F1-Score provides a more complete picture of the model’s 

performance, especially on imbalanced datasets, where the model may be very good in one metric (such 

as recall) but bad in another metric (such as precision). A higher F1-Score indicates that the model has 

a good balance between precision and recall, and it is often used as a primary metric in imbalanced 

classification problems. The f1-score assessment can be seen in equation (3). 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

3. RESULT 

In this chapter, we will discuss the results of the analysis and evaluation carried out after applying 

the machine learning method to the processed dataset. The results obtained include a description of the 

cleaned data, analysis of the model used, and model performance based on evaluation using various 

relevant metrics. All experiments were conducted to evaluate the model's ability to predict the desired 

outcome, in this case the prediction of the shipping status and profit of each order. Before going into the 

model analysis, the first part of this chapter will review the description of the dataset that has been 

prepared after the data cleaning process, which includes various features, values contained in the dataset, 

and explanations related to each feature used in the analysis. 

3.1. Selection Importance Feature  

Of the total 35 features that have gone through the data cleaning and transformation process, not 

all features are used directly in training the prediction model. As a step for efficiency and accuracy 

improvement, a feature selection process was carried out using a statistical test approach (F-value and 

P-value) to determine the attributes that have the most influence on the target variable, namely Delivery 

Status. Several features that have proven significant in influencing delivery status prediction include: 

Order Id, Order Item Discount, Order Item Cardprod Id, Shipping Date, Order Date, Order Customer 

Id, Order Profit Per Order, Market, Order Region, Order State, Order Item Total, Department Name, 

Product Card Id, Customer Id, Product Category Id, Product Image, Category Name, Product Name, 

Product Price, Sales per Customer, Benefit per Order, Order Zipcode, Order Item Id, Order City, and 

Customer Segment. These features were selected because they have high F-Value values and significant 

P-Value (≤ 0.05), indicating that their presence statistically contributes to variations in the prediction 

target. Further information regarding the F-Value and P-Value of each important feature can be seen in 

Table 3. 
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Table 3. Selected Importance Feature 

Feature F-Value P-Value Range (Sample) Explanation 

Order Id 1165.17 0.000 Unique ID (e.g., 5961) Unique identifier for each 

order in the system. 

Order Item 

Discount 

57166.13 0.000 0 – 120000 Discount applied to the item 

in the order. 

Order Item 

Cardprod Id 

12782.97 0.000 Numeric code ID of the product from the 

product catalog. 

Shipping Date 142.65 0.000 Date The date the product was 

shipped. 

Order Date 128.46 0.000 Date The date the order was 

placed. 

Order 

Customer Id 

673.46 0.000 Customer ID (e.g., 69) Identifier for the customer 

who placed the order. 

Order Profit 

Per Order 

13782.67 0.000 0 – 20000+ Profit earned per individual 

order. 

Market 240.91 0.000 Market code (e.g., 3) Geographic market where the 

product is sold. 

Order Region 140.52 0.000 Region code (e.g., 8) Geographical region of order 

distribution. 

Order State 27.94 0.000 State code (e.g., 11) State or province where the 

order was shipped. 

Order Item 

Total 

481682.35 0.000 0 – 500000+ Total cost of all items in the 

order. 

Department 

Name 

524.09 0.000 Department code Department associated with 

the product. 

Product Card 

Id 

12782.97 0.000 Product ID Unique identifier of each 

product. 

Customer Id 673.46 0.000 Unique customer ID Identifier for a customer in 

the system. 

Product 

Category Id 

10095.78 0.000 Product category ID Classification of the product 

category. 

Product Image 37751.72 0.000 Image code/file name Visual representation of the 

product. 

Category 

Name 

26066.33 0.000 Product category name Specific category assigned to 

a product. 

Product Name 37751.72 0.000 Product name Name or label of the 

purchased item. 

Product Price 116680.12 0.000 Unit price The price per product unit. 

Sales per 

Customer 

481682.35 0.000 Customer sales total Total amount spent by a 

single customer. 

Benefit per 

Order 

13782.67 0.000 Profit margin Average profit gained per 

order transaction. 

Order Zipcode 4.20 0.040 Zip/postal code Geographical code for 

delivery location. 

Order Item Id 1133.74 0.000 Item ID within order Unique code for each item in 

an order. 
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Order City 8.76 0.003 City name City where the product is 

shipped. 

Customer 

Segment 

4.27 0.039 0–3 (segment types) Segment classification such 

as consumer, corporate, or 

small business. 

 

From the selected features presented in Table 3, a correlation matrix can be derived to better 

understand the relationships among these influential variables, as illustrated in Figure 2. 

 

 
Figure 2. Correlation Analysis 

3.2. Model Assessment 

The evaluation of model performance was conducted using four key classification metrics: 

accuracy, precision, recall, and F1-score. These metrics were applied consistently across all models to 

ensure objective and comparable assessment results. The outcomes of each model's performance are 

presented in Table 4, highlighting the effectiveness of each algorithm in predicting delivery status across 

the dataset. 

 

Table 4. Model Assessment 

Model 

Classifier 

Without Oversampling With Oversampling 

Accuracy Precision Recall 
F1-

Score 
Accuracy Precision Recall 

F1-

Score 

Logistic 

Regression 

0.6907 0.70 0.68 0.69 0.7853 0.80 0.78 0.79 

Random Forest 0.8927 0.90 0.89 0.895 0.9995 0.99 1.00 0.995 

SVM 0.6719 0.68 0.67 0.675 0.7853 0.79 0.78 0.785 

K-Nearest 

Neighbors 

0.7423 0.74 0.75 0.745 0.7806 0.78 0.79 0.785 

XGBoost 0.8907 0.89 0.89 0.89 0.9997 0.99 1.00 1.00 

 

The evaluation of each classifier, as presented in Table 4, was performed using a consistent set of 

training parameters. These parameters, which were carefully selected for each model, are outlined in 
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Table 5. The models were trained on the dataset using these specified parameters, and their performance 

was measured based on accuracy, precision, recall, and F1-score. To provide a clear visual comparison 

of the model performance across different metrics, a graphical representation of accuracy, precision, 

recall, and F1-score for each classifier can be seen in Figure 3. This figure highlights the performance 

of each model under both standard and oversampling conditions, allowing for an easy comparison of 

how each model fares in predicting the delivery status categories. 

 

Table 5. Model Parameter 

Model Parameter 

Logistic Regression penalty='l2', solver='lbfgs', max_iter=1000 

Random Forest n_estimators=100, max_depth=None, min_samples_split=2, 

min_samples_leaf=1, random_state=42 

SVM C=1.0, kernel='rbf', gamma='scale', decision_function_shape='ovr', 

random_state=42 

K-Nearest Neighbors 

(KNN) 

n_neighbors=5, weights='uniform', algorithm='auto', metric='minkowski' 

XGBoost n_estimators=100, learning_rate=0.1, max_depth=6, subsample=0.8, 

colsample_bytree=0.8, random_state=42 

 

 

 
Figure 3. Performance Model Comparison 

4. DISCUSSIONS 

In this study, five machine learning models were developed and evaluated to predict delivery 

status in the supply chain dataset. The models built included Logistic Regression, Random Forest 

Classifier, Support Vector Machine (SVM), K-Nearest Neighbors (KNN), and XGBoost. These models 

were selected due to their popularity and proven effectiveness in classification tasks. The models were 
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assessed based on multiple metrics, such as accuracy, precision, recall, and F1-score, with the goal of 

determining the best-performing model for predicting delivery status. 

Among the models evaluated, XGBoost emerged as the best-performing model for this task, 

achieving an accuracy of 99.97% with oversampling. XGBoost showed exceptional performance across 

all metrics, including precision, recall, and F1-score, making it a reliable choice for predicting delivery 

status in supply chain applications. Its ability to handle complex relationships and its robustness to 

overfitting contributed to its top ranking. The model’s effectiveness can be attributed to its ensemble 

approach, where multiple decision trees are trained to make predictions, thus improving generalization. 

The second-best model was Random Forest, with an accuracy of 99.95% under oversampling 

conditions. Random Forest demonstrated a strong performance with a balance of high precision and 

recall, offering an alternative to XGBoost. While slightly trailing behind XGBoost in terms of accuracy, 

XGBoost proved to be a powerful tool for handling imbalanced datasets and complex feature 

interactions, making it suitable for supply chain prediction tasks. Following these, KNN and SVM were 

also evaluated, with their performance ranking lower, though they still provided valuable insights into 

the impact of different machine learning approaches on supply chain delivery prediction. 

These findings align with previous studies that have explored the use of machine learning in 

supply chain optimization. Kang et al. [17] used supervised learning to evaluate supplier performance 

and risks, but their approach was constrained by data quality and focused only on limited features. Our 

study extends this by utilizing a broader feature set and applying models to multiclass delivery outcomes. 

Sani et al. [18] demonstrated the strength of LightGBM with Bayesian optimization for backorder risk 

prediction, highlighting the effectiveness of tree-based models; however, their scope was narrow and 

computationally intensive. In contrast, our use of XGBoost achieved similar high performance while 

maintaining model efficiency and generalizability. Meanwhile, Kiran et al. [4] investigated various 

algorithms including LSTM and hybrid methods for supply chain decision making. Although they 

achieved good results in specific scenarios, their reliance on time-series data and complex model 

integration can limit applicability in diverse, real-world supply chain environments. Our research 

contributes by offering a scalable solution using ensemble methods with proven robustness in large, 

non-time-series datasets. 

5. CONCLUSION 

This study focused on predicting the delivery status in a supply chain dataset. The dataset was 

pre-processed and cleaned to ensure high-quality, reliable data for modeling. The data cleaning process 

involved handling missing values, encoding categorical features, and removing irrelevant columns, 

which resulted in a dataset with 38 features and a target label, "Delivery Status," that includes categories 

such as "Late delivery," "Advance shipping," "Shipping on time," and "Shipping canceled." After 

preprocessing, five machine learning models were built and evaluated: Logistic Regression, Random 

Forest Classifier, Support Vector Machine (SVM), K-Nearest Neighbors (KNN), and XGBoost. Among 

the five models, XGBoost achieved the best performance, with an accuracy of 99.97% when 

oversampling was applied. XGBoost followed closely, offering a balanced performance with high 

precision and recall. These models were evaluated based on key metrics such as accuracy, precision, 

recall, and F1-score, with Random Forest showing the most consistent and reliable results. The findings 

highlight the effectiveness of ensemble models in handling complex, imbalanced datasets commonly 

found in supply chain operations. 

For future research, further exploration into feature engineering and tuning hyperparameters could 

improve model performance even more. Additionally, experimenting with other machine learning 

techniques, such as deep learning or hybrid models, could offer insights into enhancing predictive 

accuracy. 
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