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Abstract 

Bintang Sepatu Purwokerto MSME is a micro, small, and medium enterprise engaged in the production of local 

shoes. Recently, this MSME faced a significant issue in the marketing aspect, namely the low achievement of sales 

targets. Consequently, inventory will accumulate in the warehouse. Accordingly, this research aimed to formulate 

targeted marketing strategies by clustering customers based on demographic and marketing mix influencing 

purchasing behavior. This study applied principal coordinate analysis (PCoA) and k-means clustering to manage 

categorical and numerical data types within the dataset comprising 179 customers and 16 attributes.. The PCoA 

algorithm was utilized to derive object configurations that were subsequently employed in k-means. The clustering 

result produced three clusters with good clustering quality based on the Silhouette score, namely 0.790, indicating 

accurate and representative segmentation. Each cluster obtained had a different customer characteristic. The first 

cluster, comprising 68 customers (38%), was oriented towards fundamental needs and tended to shop traditionally, 

classified as a segment of conventional rational customers. Additionally, the second cluster, with 70 customers (39%), 

exhibited planned and stable decision-making, categorized as mature rational customers. Furthermore, the third 

cluster comprises 41 customers (23%) who are digitally aware and combine conventional shopping approaches with 

technological utilization, identified as rational consumers. The segmentation results provide a data-driven foundation 

for designing targeted marketing strategies, thereby potentially increasing sales, supporting the sustainability of 

MSMEs, and encouraging the application of unsupervised learning techniques in decision-making processes. 
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1. INTRODUCTION 

Micro, Small, and Medium Enterprises (MSMEs) are business units or economic activities that 

stand alone, managed by individuals or business entities that are not legal entities. MSMEs can operate 

in various economic sectors, such as agriculture, manufacturing, trade, and services [1]. MSMEs have a 

very significant role in Indonesia's economic growth, considering that the number reaches 99% of the 

total existing business units. In 2023, the number of MSME businesses reached around 66 million. The 

contribution of MSMEs reached 61% of Indonesia's Gross Domestic Product (GDP), equivalent to IDR 

9,580 trillion. MSMEs absorb around 117 million workers (97%) of the total workforce [2]. One of the 

fastest-growing industries in the MSME sector is fashion, including shoe production, which has high 

market demand [3]. 

MSMEs in Banyumas Regency encompass 84,350 business units across various sectors, including 

the shoe industry [4]. One of the MSMEs in Banyumas engaged in this sector is Bintang Sepatu 

Purwokerto. This MSME produces leather shoes in various styles for both men and women. In terms of 
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marketing, it relies on a door-to-door sales strategy. Although the number of salespeople increased from 

one in May 2023 to three by the end of the year, the main challenge faced was that the products often 

did not match customer preferences, particularly in size and design. As a result, sales volumes fell short 

of targets, and the production capacity set at 500 pairs per month was not fully utilized, as illustrated in 

Figure 1. Consequently, an appropriate marketing approach is essential to address this issue. One of 

appropriate strategies to be implemented is to comprehend customer characteristics to inform marketing 

decisions.  Prior research demonstrated that analyzing customer characteristics with the components of 

the marketing mix (product, price, place, promotion, process, and licensing) facilitated the formulation 

of effective marketing strategies, resulting in increased sales volume [5] - [6]. However, prior studies 

predominantly employed conventional segmentation methods and tended to analyze either numerical or 

categorical data in isolation, thereby constraining their capacity to comprehensively capture the 

complexity of customer profiles. 

 

 
Figure 1. Product Sales Data 

 

One of the methods that can be conducted to analyze customer characteristics is clustering 

analysis, where k-means is the popular algorithm. This algorithm can be leveraged to cluster objects into 

several clusters based on observed features, so that the higher similarity of objects in the same cluster is 

obtained compared to objects from different clusters. The k-means algorithm has been utilized in several 

fields such as education [7] - [11], environment [12], shape analysis [13], biology [14], feature selection 

[15], and marketing [16] - [17]. 

In the clustering process, K-means clustering necessitates the adjustment of each cluster's centroid 

according to its constituent object. If all features in the dataset are numeric, the data can serve as an 

object configuration, with the centroid often adjusted using Euclidean distance. Nevertheless, if the 

dataset comprises both categorical and numeric data, a particular methodology is required to ascertain 

the configuration of each object inside the dataset. One method that can be employed is the Principal 

Coordinate Analysis (PCoA) algorithm [15]. This approach can generate the configuration of objects 

using their proximity matrix. In addition, PCoA facilitates the dimensionality reduction of customer 

data, enabling highly correlated variables to be depicted in fewer dimensions while preserving essential 

information[18] - [19]. 

Although this approach holds significant potential, to date, few studies have integrated the 

Principal Coordinate Analysis (PCoA) algorithm with k-means clustering for customer segmentation in 

the MSME sector, particularly within the footwear industry, while considering the full spectrum of 

mixed attributes in the marketing mix. This situation highlights a research gap where conventional 

clustering methods have not been able to effectively handle mixed-type marketing data. The novelty of 
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this study lies in the integration of the Principal Coordinate Analysis (PCoA) algorithm and k-means 

clustering to analyze customer characteristics involving both categorical and numerical attributes based 

on the marketing mix, with a specific application in the footwear MSME context. This approach enables 

the development of a more accurate and comprehensive segmentation model, thereby more effectively 

reflecting customer preferences compared to conventional methods. 

Based on the aforementioned statements, this study aims to analyze the customer characteristics 

of Bintang Sepatu Purwokerto MSME and categorize them into more specific segments based on their 

characteristics and the elements of the marketing mix (product, price, place, promotion, process, and 

licensing) by using clustering analysis. The PCoA algorithm will be utilized to handle the numerical and 

categorical data simultaneously when constructing the configuration of objects for the k-means 

algorithm. This research is expected to provide data-driven recommendations to enhance Bintang Sepatu 

Purwokerto MSME's comprehension of client needs. The results of this study will facilitate the 

formulation of a more focused marketing plan, enhance sales volume, and optimize manufacturing 

capacity, thus allowing the MSME to enhance its competitiveness in the intensifying shoe sector. 

2. MATERIAL AND METHOD 

2.1. The Dataset Used 

This study utilized a dataset derived from questionnaire responses of 179 customers, comprising 

16 features.  The dataset contains two types of data, namely categorical and numeric.  Features 

comprising categorical data encompass address, gender, age, occupation, income, purchase motivation, 

purchase frequency, preferred model, color, place of purchase, duration of social media use, promotional 

offers, product information search behavior, and licensing.  Meanwhile, the features comprising numeric 

data include shoe size and price.  A straightforward representation of the dataset utilized in this study is 

presented in Table 1. 

 

Table 1. Research Data 

Object Address Gender Age … Information Licensing 

N1 Banyumas Male 36 - 45 Years … Facebook No 

N2 Banyumas Fermale 26 - 35 Years … Instagram Yes 

N3 Banyumas Fermale 36 - 45 Years … Shopee Yes 

N4 Banyumas Male 15 - 25 Years … TikTok Yes 

N5 Banyumas Male 36 - 45 Years … Facebook No 

… … … … … … … 

N178 Pemalang Fermale 26 - 35 Years … Lazada Yes 

N179 Pemalang Fermale 36 - 45 Years … Friends / Neighbors Yes 

2.2. The Proximity Measure 

A proximity measure in this study is utilized to quantify the dissimilarity between two objects. 

The greater the measure of proximity between two objects, the less likely they are to be categorized in 

the same cluster. Conversely, the smaller the proximity measure between two objects, the smaller the 

difference, which means the more likely they are to cluster the two objects in the same group. The 

Euclidean distance is a widely utilized proximity measure [20] . This distance is extensively utilized in 

optimization research [21] [22] and data mining [23]. The Euclidean distance formula is provided in 

equation 1. 
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𝒅𝑬(𝐱𝒊, 𝐱𝒋)  =  √∑ (𝒙𝒊𝒌 − 𝒙𝒋𝒌)
𝟐𝒑

𝒌=𝟏  (1) 

Where 𝒅𝑬(𝐱𝒊, 𝐱𝒋) is the Euclidean distance between the 𝒊-th and the 𝒋-th objects. Meanwhile, 

𝒙𝒊𝒌 ∈ 𝐱𝒊, ∀𝒌.   

For categorical data, the proximity measure is inappropriate when computed using Euclidean 

distance. Therefore, other approaches is required for calculating this measure. One of approaches that 

can be leveraged to calculate the proximity measure in this type data is the Gower distance[24]. This 

distance have been implemented in several fields, such as education [25] and imputation data [26]. The 

Gower distance formula utilized in this study is presented in Equation 2. 

𝒅𝑮(𝐱𝒊, 𝐱𝒋)  =  ∑ (𝟏 − 𝑺𝒊𝒋,𝒌)
𝒑
𝒌=𝟏  (2) 

𝑺𝒊𝒋,𝒌  =  {

𝟏 𝐢𝐟 𝒙𝒊𝒌 = 𝒙𝒋𝒌

𝟎 𝐎𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞

 (3) 

Where 𝑑𝐺(𝐱𝑖, 𝐱𝑗) is the Gower distance between the 𝑖-th and the 𝑗-the objects. Then, 𝑆𝑖𝑗,𝑘 is the 

similarity measure between them.  

When the dataset includes both categorical and numeric data, the computation of the proximity 

measure between objects is conducted independently for each data type.  This study used Euclidean 

distance for numerical data types.  Conversely, the Gower distance was employed for categorical data 

types. Suppose that 𝐗𝑝𝑛  represent an initial dataset of 𝑛 objects and 𝑝 variables, where 𝑝1 denotes the 

count of category variables and 𝑝2 signifies the count of numeric variables, such that 𝑝1 + 𝑝2 = 𝑝.  The 

procedure for calculating the proximity measure between objects describes as follows:  

1. Split the dataset according to its data type, 𝐗𝑝𝑛  =  [ 𝐘𝑝1𝑛 𝐙𝑝2𝑛 ], where 𝐘𝑝1𝑛  =  (𝑦𝑖𝑗) and 

𝐙𝑝2𝑛  =  (𝑧𝑖𝑗).  

2. Compute the proximity matrix for each partition, yielding 𝐃𝑦  =  (𝑑(𝑦)𝑖𝑗) and 𝐃𝑧  =  (𝑑(𝑧)𝑖𝑗). 

The 𝑑(𝑦)𝑖𝑗  =  𝑑𝐺(𝐲𝑖, 𝐲𝑗)  and 𝑑(𝑧)𝑖𝑗  =  𝑑𝐸(𝐳𝑖, 𝐳𝑗)  elements are calculated by Gower and 

Euclidean distance formulas, respectively.  

3. Normalize 𝐃𝑦 and 𝐃𝑧.  

4. Calculate the proximity matrix of the dataset, namely D = (𝑑ij), using Equation 4. This procedure 

utilizes weights based on the quantity of categorical or numeric attributes [31]. 

𝒅𝐢𝐣  =
𝒅(𝒚)𝒊𝒋

𝒑𝟏
+

𝒅(𝒛)𝒊𝒋

𝒑𝟐
 , ∀𝒊, 𝒋 (4) 

2.3. Principal Coordinates Analysis (PCoA) 

Principal coordinates analysis (PCoA) is a method employed to determine the object 

configurations inside a low-dimensional space, such as two or three dimensions, representing the 

dissimilarity measure of objects in the proximity matrix [22]. Principal Coordinates Analysis (PCoA) 

was selected due to its ability to determine object configurations in a low-dimensional space by utilizing 

a proximity matrix derived from various types of data, including both numerical and categorical 

attributes. In contrast to Principal Component Analysis (PCA), which only processes numerical data and 

relies on a covariance matrix, PCoA offers greater flexibility in handling mixed data types a common 

characteristic in marketing research where customer attributes are diverse. Furthermore, other 

dimensionality reduction techniques such as t-SNE and Multidimensional Scaling (MDS) tend to be 

more complex and provide less support for the geometric interpretation required by clustering methods 
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like k-means, which assume a Euclidean space. Therefore, PCoA was chosen because it accommodates 

mixed data types while producing object configurations in a Euclidean space compatible with distance-

based clustering algorithms. The steps of the PCoA algorithm are outlined as follows: 

1. Generate matrix 𝐀 =  (𝑎𝑖𝑗) utilizing the proximity matrix (𝐃) using with Equation 5. 

𝒂𝒊𝒋  = −
𝟏

𝟐
 𝒅𝒊𝒋

𝟐 , ∀𝒊, 𝒋 (5) 

2. Calculate 𝐁 =  (𝑏𝑖𝑗) using Equation 6. 

𝒃𝒊𝒋  = 𝒂𝒊𝒋  − �̅�𝒊. − �̅�.𝒋 + �̅�.. (6) 

�̅�𝒊. = ∑
𝒂𝒊𝒋

𝒏

𝒏

𝒋=𝟏

; �̅�.𝒋 = ∑
𝒂𝒊𝒋

𝒏
;  𝐚𝐧𝐝 �̅�.. = ∑ ∑

𝒂𝒊𝒋

𝒏

𝒏

𝒋=𝟏

𝒏

𝒊=𝟏

𝒏

𝒊=𝟏

 

3. Decompose the B matrix leveraging the spectral decomposition process. The result of 

decomposition is exhibited Equation 7. 

𝐁 =  𝐕𝚲𝐕′ =  𝐕𝚲𝟏/𝟐𝚲𝟏/𝟐𝐕′ (7) 

Where 𝚲 and 𝐕 respectively are the ordered matrix of eigenvalues and eigenvalues of 𝐁, where 𝚲 =

diag(λ1, λ2, . . , λn) with λ1 ≥ λ2 ≥. . . ≥ λ𝑛 ≥ 0 .  

4. Determine �̃�𝑛𝑛 = 𝐕𝚲1/2 , namely a matrix representing the configuration of each object in 𝑛 

dimensions. 

5. For obtaining this configuration in the low dimensions, for instance two dimensions (k = 2), the 

first two columns is selected, namely �̃�2𝑛 = 𝐕2𝚲2
1/2

. The criteria outlined in Equation 8 should be 

obeyed for choosing the low dimension. 

∑ 𝝀𝒊
𝒌
𝒊=𝟏

∑ 𝝀𝒋
𝒒
𝒋=𝟏

 𝒙 𝟏𝟎𝟎 % ≥ 𝟕𝟎% (8) 

2.4. Elbow 

The Elbow method is a technique for determining the optimal number of clusters by analyzing 

the percentage of variance explained as the number of clusters (k) increases. The optimal point is 

identified from a graph where the line forms an 'elbow' or right angle, indicating that the addition of 

subsequent clusters does not provide significant improvement in clustering results [27]. The optimal k 

value is determined based on the elbow point in the cluster relationship graph by identifying where the 

Sum of Squared Errors (SSE) begins to decrease at a slower rate [28]. The formula of SSE is shown in 

Equation 9. 

𝐒𝐒𝐄 =  ∑ ∑ ‖𝐱𝒊 − 𝐜𝒌‖𝟐
𝟐

𝐱𝒊∈𝑺𝒌

𝑲
𝒌=𝟏  (9) 

Where, 𝑲 represents the quantity of clusters. Furthermore, 𝐒𝒌 denotes the set of objects contained 

within cluster 𝒌. Additionally, 𝐜𝒌 represents the centroid of cluster 𝒌. 

2.5. K-Means Clustering 

K-Means is a partition-based clustering method that groups data based on similar characteristics 

by minimizing the distance of each data to the cluster center (centroid) iteratively [29]. This algorithm 

determines the number of clusters (k) first, then places the data into the nearest cluster using Euclidean 
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distance or other metrics until it converges [30]. The following are the steps in the basic K-Means 

algorithm. 

1. The first step in the K-Means algorithm is to determine the number of clusters (𝑘). 

2. The second step is to determine a random initial value for the centroid.. 

3. The third step is to assign each data point or object to the nearest centroid. In general, the closest 

distance is determined using the Euclidean distance formula, as shown in Equation 1. 

4. Then, repeat the process until the criteria is satisfied, namely when the new centroid values are 

identical to the previous centroid values. 

2.6. Research Flow 

The research flow in this study consists of four primary stages: planning, analysis, interpretation, 

and conclusion.  The planning stage encompasses data collection and preprocessing.  During the 

preprocessing phase, categorical data is converted from its original form into numerical representations. 

Meanwhile, the numerical data is standardized. Then, the analysis phase involves computing the 

proximity matrix, object configuration, and object clustering through the PCoA and K-means 

algorithms. Furthermore, the interpretation stage focuses on identifying clusters and providing 

marketing recommendations from the clustering results.  The last stage entails deriving conclusions 

based on the interpretations.  Figure 2 illustrates an overview of the study process. 

 

 
Figure 2. Research Flow in This Study 

 

The software used for data processing includes MATLAB 2021b and Microsoft Excel 365. The 

questionnaire data were initially compiled in Excel, which was selected for its effectiveness in 

managing, organizing, and performing preliminary cleaning of survey responses. Principal Coordinates 

Analysis (PCoA) and K-means clustering were conducted using MATLAB. MATLAB was chosen for 

its advanced computational capabilities and extensive library of built-in functions, which facilitate 

complex mathematical procedures and multidimensional data analysis. Its ability to efficiently and 

accurately handle clustering techniques such as PCoA and K-means makes it particularly well-suited to 

meet the analytical requirements of this study. 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.6.3.4687


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 3, Juni 2025, Page. 1405-1418 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.6.3.4687 

 

 

1411 

3. RESULTS 

The questionnaire data obtained, as shown in Table 1, underwent initial processing through the 

transformation of categorical variables. The categorical attributes include 5 address categories, 2 

genders, 4 age ranges, 33 types of occupations, 4 income brackets, 2 purchase motivations, 5 purchase 

frequencies, 29 shoe models, 5 shoe colors, 2 places of purchase, 5 social media usage durations, 5 types 

of promotional offers, 9 sources of product information, and 2 licensing types. Meanwhile, numerical 

data were standardized using min-max normalization to scale the values between 0 and 1, ensuring 

consistency in magnitude and unit of measurement. 

 

Table 2. Data Transformation And Standardization Results 

Object Adress … Model Size Color Price ... Information Licensing 

N1 1.000 … 4.000 0.714 1.000 0.636 ... 2.000 1.000 

N2 1.000 … 30.000 0.429 3.000 0.273 ... 3.000 2.000 

N3 1.000 … 33.000 0.714 5.000 0.273 ... 5.000 2.000 

N4 1.000 … 26.000 0.571 2.000 0.182 ... 7.000 2.000 

N5 1.000 … 9.000 0.571 1.000 0.273 ... 2.000 0.000 

… … … … … … … ... … … 

N178 5.000 … 5.000 0.286 1.000 0.455 ... 4.000 2.000 

N179 5.000 … 8.000 0.429 1.000 0.455 ... 6.000 2.000 

  

The subsequent stage involves the computation of the proximity matrix.  The dataset had both 

categorical and numeric data types; hence, the method for computing the proximity matrix outlined in 

Section 2 was used by utilizing Gower or Euclidean distances, depending on the data type. The proximity 

matrix obtained was illustrated in Table 3. 

 

Table 3. Proximity Matrix 

 N1 N2 N3 … N178 N179 

N1 0.000 0.277 0.233 … 0.279 0.200 

N2 0.277 0.000 0.179 … 0.156 0.137 

N3 0.233 0.179 0.000 … 0.284 0.215 

N4 0.289 0.120 0.136 … 0.249 0.215 

N5 0.216 0.122 0.117 … 0.205 0.146 

… … … … … … … 

N178 0.279 0.156 0.284 … 0.000 0.102 

N179 0.200 0.137 0.215 … 0.102 0.000 

 

Subsequently, the object configuration was determined by utilizing the proximity matrix obtained. 

Here, the principal coordinate analysis (PCoA) algorithm was conducted. Figure 3 visualized the 

configuration of objects in two dimensions, where the 1st and 2nd principal components obtained were 

53.79% and 21.42%, respectively. Based on those principal component values, the visualization 

encompasses 75.21% of the information from the initial proximity matrix. As a result, according to 

Equation 8, the quality of the configuration in the second dimension is satisfactory. 
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Figure 3. Visualization of the object configuration in the two dimensions 

 

The gained object configuration was subsequently employed to cluster each object utilizing the 

k-means approach.  Before the main clustering process, the optimal number of clusters was determined 

using the Elbow criterion.  The Elbow criterion used indicates that the best number of clusters was three, 

with a Sum of Squared Errors (SSE) value of 1.784, as shown in Figure 4A.  Meanwhile, the k-means 

results in two dimensions were visualized in Figure 4B.  The results of the K-means cluster analysis 

have been summarized in Table 4. 

 

Table 4. Members Of Each Cluster 

 

 

 

 

 

  
(a) (b) 

Figure 4. The representation of the clustering results in a low dimension. Figure A illustrates the 

optimal k value determined by the elbow criterion. Additionally, Figure B demonstrates the k-means 

clustering results. 

Cluster Number of Cluster Members  Persentage 

1 68 38% 

2 70 39% 

3 41 23% 
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The results of the clustering analysis using the K-Means method yielded three clusters. Cluster 

one consists of 68 customers, cluster two consists of 70 customers, and cluster three consists of 41 

customers. The variation in the number of members across the three clusters reflects differences in 

customer characteristics, which are grouped based on the average centroid values [31]. The K-Means 

method works by grouping data based on the closest distance of each customer to the cluster center. As 

a result, differences in cluster sizes may indicate uneven data distribution [32]. The imbalance in cluster 

sizes suggests that customer data is not evenly distributed, with specific patterns emerging in certain 

groups. This variation provides an early indication that customers exhibit different behaviors and needs, 

which should be understood in greater depth to better target marketing strategies. 

The quality of this cluster is further supported by a silhouette index value of 0.790, A silhouette 

index value of 0.790 statistically indicates a very strong level of internal validity in the clustering 

process. This index, which ranges from 0 to 1, measures the extent to which each data point is closely 

associated with its own cluster (cohesion) compared to the nearest neighboring cluster (separation). A 

value of 0.790 signifies that the average intra-cluster distance is significantly smaller than the inter-

cluster distance, implying that the cluster structures are clearly and consistently formed. Statistically, 

this value falls within the "very strong" category [33].  indicating that the objects within the dataset are 

not only compactly grouped but also distinctly separated from other clusters. This demonstrates that the 

clustering model exhibits a high discriminative capability, minimizes misclassification, and accurately 

represents the natural structure of the data. As such, the clustering results can be considered highly 

reliable for further analysis. 

A summary table comparing the characteristics of customers within each cluster is presented in 

Table 5. 

 

Table 5. The Characteristics Of Customers In Each Cluster 

Characteristics Cluster 1 Cluster 2 Cluster 3 

Address Banyumas  and 

Pemalang 

Purbalingga Banjarnegara and 

Pemalang 

Gender Female Female Male 

Age 26 – 35 Years 36 -  45 Years 36 – 45 Years 

Occupation Teacher Teacher Teacher 

Income IDR 1 – 3 million IDR 3 – 6 million IDR 3 – 6 million 

Purchase Motivation Rational Rational Rational 

Purchase Frequency One time One time One to two times 

Place of Purchase Offline Offline Offline 

Digital Behavior Searches for product 

info via Shopee and 

Facebook 

Searches for product 

info via Shopee and 

Instagram 

Searches for product 

info via Shopee and 

TikTok 

Communication 

Preference 

WhatsApp WhatsApp WhatsApp 

 

Cluster one represents the 'conventional rational' segment, where purchasing decisions are driven 

by practical needs, with a focus on price, quality, and functionality rather than emotional factors or 

trends. This segment is predominantly composed of women aged 26-35 from Banyumas and Pemalang 

who work as teachers. They are typically financially stable and well-educated, seeking affordable 

products to meet their daily needs. Their preference for offline shopping reflects a desire for hands-on 

experiences and trust in traditional retail, although their habit of researching products online beforehand 
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indicates that they are digitally savvy and value informed choices. They also respond well to impersonal 

communication through WhatsApp or social media direct messaging.  

Cluster two is categorized as part of the 'mature rational customer' segment, characterized by 

traditional preferences. This cluster consists of women aged 36-45, primarily from Purbalingga, most of 

whom are teachers with middle incomes. These customers make purchase decisions based on personal 

needs, avoiding emotional or impulsive motivations. They prefer shoes that combine functionality, 

comfort, and a classic or elegant design, reflecting good taste and a focus on practicality and suitability 

for professional activities. Their firm approach to price, preference for neutral colors like black, and 

attention to general shoe size options indicate the consistency and stability of their preferences. While 

they typically shop in traditional stores, they are also open to researching products online before making 

a purchase, demonstrating rational thinking and a desire for a hands-on shopping experience. Their 

openness to receiving private messages via WhatsApp or direct messages on social media underscores 

their preference for professional and respectful communication with brands. 

Cluster three is categorized as 'digital-aware rational male customers' with conventional shopping 

behavior. The main characteristics of this group include need-based purchasing, a preference for 

convenience and functionality, and planned purchasing patterns (evidenced by two purchases that 

indicate satisfaction and initial loyalty). This cluster consists of financially stable adult males, aged 36-

45, primarily living in Banjarnegara and Pemalang, who work as teachers. They tend to prefer formal 

or semi-formal shoe models in neutral colors, reflecting a professional and practical lifestyle. While they 

are more comfortable shopping directly at physical stores, their reference-seeking behavior on platforms 

like Shopee shows that they are not unfamiliar with technology and use it to inform their purchasing 

decisions. They are also active on social media and open to receiving promotional information delivered 

personally, as long as it is relevant and unobtrusive. This indicates a willingness to engage in digital 

communication, making them an ideal segment for marketing strategies that blend a personal touch with 

an informative digital approach. Based on the clustering results from K-means, this provides great 

opportunities for Purwokerto Shoe Star MSMEs to design more specific and personalized marketing 

strategies tailored to each cluster. 

4. DISCUSSION 

Based on the clustering analysis that has been conducted, an appropriate marketing strategy can 

be formulated as follows: 

1) Cluster One 

The ideal marketing strategy for this cluster should focus on an informative, personalized, and 

balanced approach that integrates both online and traditional shopping. Since these customers make 

purchase decisions based on practical needs and with caution, marketing messages should emphasize 

the value of products in terms of convenience, durability, and affordability, while providing easily 

digestible content such as infographics or authentic customer testimonials. Given their preference for 

in-person shopping, the in-store experience should be made convenient, informative, and efficient. At 

the same time, their online information-seeking behavior can be leveraged by offering digital catalogs 

on platforms such as Shopee or official websites, ensuring they are comprehensive and easy to navigate. 

To strengthen customer relationships, MSME can use personalized communication methods via 

WhatsApp or direct social media messages. These communications can include updates on new 

products, limited-time promotions, or notifications about the availability of products matching their 

preferences. Consistent messaging and services across all channels will help build trust and foster long-

term loyalty within this segment. 

2) Cluster Two 
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A suitable marketing strategy for this cluster is to combine a convenient offline shopping 

experience with easily accessible product information online. Marketing should emphasize 

functionality, comfort, and classic design that aligns with their professional activities, without relying 

on emotional marketing tactics. Sales interactions should focus on providing an efficient and friendly 

experience, offering information in a professional manner. For digital communication, it is important to 

use personalized channels such as WhatsApp or social media DMs to share product updates, exclusive 

offers, or restock notifications in a polite and unobtrusive way. This approach will help build trust and 

loyalty by seamlessly integrating offline and online shopping experiences. 

3) Cluster Three 

The right marketing strategy for this cluster should combine both traditional and digital methods. 

Since these customers prefer shopping in physical stores but still search for product information online, 

it's important to optimize both channels. In-store, sales efforts should focus on delivering a convenient 

and efficient shopping experience. Digitally, detailed product information should be made available 

through platforms such as Shopee and social media. At the same time, personalized communication via 

WhatsApp or direct social media messaging can be used to share promotions. Because they are receptive 

to relevant and unobtrusive messages, personalized email marketing or targeted direct messaging 

aligned with their interests and needs will be highly effective. These strategies will help build stronger 

relationships and increase customer loyalty by blending the familiarity of traditional shopping with the 

convenience of digital engagement. 

This study substantiates prior research findings, particularly those of Taufiqurrochman [34], 

which underscore the critical importance of aligning marketing strategies with the objectives of 

marketing activities through the appropriate application of the marketing mix. The integration of 

Principal Coordinates Analysis (PCoA) and K-Means Clustering in this research has proven effective in 

generating customer segments that are more representative than those derived from conventional 

demographic segmentation. These results are in line with the assertions of Wang[35], who emphasize 

that the combination of multivariate analysis and clustering techniques can yield more nuanced and 

actionable insights into market segmentation. 

A distinctive feature of this study lies in its focus on customer segmentation grounded in localized 

characteristics and actual consumer behavior, particularly with respect to the implementation of the 

marketing mix. Each cluster identified in the analysis exhibited unique digital behaviors, communication 

preferences, and purchasing motivations insights that are essential for micro, small, and medium 

enterprises (MSMEs) seeking to develop marketing strategies that are both targeted and contextually 

appropriate. For instance, the identification of a specific cluster consisting of female teachers in 

Banyumas and Pemalang who prefer WhatsApp communication and acquire product information 

through Shopee and Facebook enables marketers to tailor their outreach strategies accordingly. 

Furthermore, the study illustrates the applicability of multidimensional scaling (PCoA) and 

clustering techniques (K-Means) in advancing MSME business intelligence through customer 

segmentation. By employing these methodologies on mixed data types, this research contributes to the 

informatics domain by presenting a replicable framework for translating complex consumer data into 

strategic insights that are both practical and evidence-based. 

Nevertheless, the study has certain limitations that must be acknowledged. The analysis was 

conducted using a relatively limited sample size and focused exclusively on consumers in the Greater 

Banyumas region including Pemalang, Purbalingga, and surrounding areas thereby potentially limiting 

the generalizability of the findings to other geographic or demographic contexts. Additionally, the 

reliance on self-reported questionnaire data introduces the possibility of response bias, which may 

influence the accuracy of cluster formation. Future research should consider expanding the dataset, 

incorporating longitudinal data, and testing the framework across diverse geographic regions to improve 
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the robustness and external validity of the findings. Acknowledging these limitations is crucial to 

upholding the scientific integrity of the study and guiding future research efforts 

5. CONCLUSIONS 

Based on the research results using the K-Means clustering method, three distinct customer 

groups were identified with a silhouette score of 0.75, indicating a good clustering quality and fairly 

optimal group separation. Each cluster demonstrates unique characteristics in terms of demographics, 

consumer behavior, and preferences regarding the marketing mix. Cluster one consists of 68 customers 

and is categorized as the conventional rational segment individuals who make purchasing decisions 

based on practical needs, with a focus on price, quality, and functionality. This group, dominated by 

women aged 26–35, typically negotiates for discounts in the range of 1–5% off the initial price. Cluster 

two comprises 70 customers and represents the mature rational customer segment, predominantly 

women aged 36–45, mostly teachers with middle incomes. These consumers tend to make well-planned 

purchasing decisions, are not influenced by emotional impulses, and generally do not engage in price 

bargaining—reflecting a more mature consumer behavior. Cluster three includes 41 customers and is 

categorized as the digital-aware rational male customer segment. It consists of adult males aged 36–45 

with stable incomes and purchasing habits based on need. Their pattern of making two purchases 

suggests emerging loyalty. They prioritize convenience, functionality, and prefer shopping offline, 

although they actively seek product information online. Within this group, some customers negotiate 

for minor discounts (1–5%), while others do not. These three clusters highlight the diversity in customer 

decision-making approaches and provide a solid foundation for developing segmented and more 

targeted marketing strategies. 

This study also contributes to the field of informatics by demonstrating the effective application 

of Principal Coordinates Analysis (PCoA) and K-Means clustering on mixed-type datasets to support 

customer segmentation within the context of micro, small, and medium enterprises (MSMEs). This 

methodological approach offers a replicable model for transforming complex and multidimensional 

consumer data into clear and actionable strategies—bridging statistical analysis with business 

intelligence. 

However, this research is not without limitations. The sample size is relatively small and 

geographically concentrated in the regions of Banyumas, Purbalingga, Banjarnegara, and Pemalang, 

which may limit the generalizability of the findings to broader consumer populations. Furthermore, the 

data were collected through questionnaires, which may introduce response bias and affect the accuracy 

of behavioral attributes used in the clustering process. Future studies should address these limitations 

by expanding the sample to more diverse regions, increasing its size, and incorporating longitudinal or 

observational data to enhance external validity and ensure broader applicability. 
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