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Abstract 

Education forms a vital foundation for a nation's future. In this digital era, while the use of Information and 

Communication Technology (ICT) in education is increasing, it brings increasingly complex challenges in education 

data management and analysis. The growing number of students each year results in a large volume of data, which 

would be difficult to manage if still relying on manual methods. Manual approaches are inefficient, time-consuming, 

prone to inconsistencies and human error, especially when identifying outstanding students in large and complex 

data. This research aims to implement a clustering system to group outstanding students at XYZ elementary school 

using the Fuzzy Subtractive Clustering (FSC) method. FSC was chosen for its ability to identify data groups based 

on the density of data points. FSC involves several important parameters, including radius, squash factor, acceptance 

ratio, and rejection ratio. Added variabel of social and spiritual values aims to enhance grouping quality by offering 

a broader perspective on students' character, attitudes, and social interactions. Parameter exploration shows an 

increase in the silhouette score from 0.20–0.45 to 0.45-0.57 and variable addition spiritual and social values, which 

indicates clearer cluster separation and provides better insights. The best parameters results were achieved with 

radius 0.3, accept ratio 0.5, reject ratio 0.04, and squash factor 1.25, resulting in a Silhouette Score of 0.57 and 

forming 5 student groups. Cluster results can guide special mentoring for students with low academic, spiritual, and 

social values, and support personalized learning programs based on each cluster’s characteristics. 
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1. INTRODUCTION 

Education is an important and fundamental component of human life [1]. Besides being the 

foundation for the development of every individual, education also has a crucial role in shaping the 

nation's next generation of quality. This makes education a long-term investment for the nation's 

progress [2]. In Indonesia, the evaluation of student learning achievements through academic grades is 

a significant indicator in assessing the effectiveness of the education system [3]. However, the 

management of large and complex student grade data is often underutilized. This underutilization leads 

to difficulties in the early identification of potential students, targeted planning of intervention programs, 

and the overall evaluation of educational program effectiveness [4]. 

The rapid progress of Information and Communication Technology (ICT) in the contemporary 

era requires its strategic integration into the transformation of the education sector [5]. ICT presents a 

spectrum of opportunities, potentials, and challenges for educational innovation, facilitating a paradigm 

shift towards a progressive learning paradigm [6]. 

According to Dapodik records, the total of students in the 2019/2020 was around 44.69 million, 

while in the 2024/2025 it reached around 52.14 million. This data indicates a notable increase in student 

participation within the Indonesian education system [7]. The growing amount of data makes manual 
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data management increasingly inefficient and prone to errors. Consequently, an automated approach is 

needed to overcome the complexity of data management[8]. The amount of information available has 

the potential to generate valuable and relevant data insights for strategic decision making [9]. 

One of them is at XYZ Elementary School, an educational institution in Sidoarjo with 262 

students and 15 teachers. The process of searching for outstanding students is still done manually, which 

tends to be less effective, takes a long time, and risks causing bias or human error [10]. In addition, the 

variation in grades between students makes the process of grouping based on achievement difficult 

without the support of a systematic data analysis method. Each teacher also records student grades 

manually in the report card and evaluates learning outcomes individually in their respective classes with 

an understanding of student achievement limited to the classroom teacher's perspective, without a 

comprehensive evaluation involving all teachers and the principal [11]. This learning outcome is very 

important as a basis for school planning and sustainable development of education quality. Therefore, 

student learning outcomes must be conducted fairly, objectively and openly so that all interested parties 

have a clear understanding of student achievement [12]. The lack of available data analysis systems 

results in the unavailability of comprehensive data for objective assessment and comparison between 

students. This hinders the school's efforts to identify overall student achievement patterns and plan 

effective education quality improvement programs [13]. Identifying outstanding students is crucial not 

only for recognizing academic excellence but also for guiding targeted educational support and 

maximizing student potential. By accurately identifying outstanding students, educators can provide 

enrichment programs, leadership opportunities, and personalized mentoring that foster continued growth 

[14]. Early identification helps schools develop role models who can inspire their peers and contribute 

to a positive learning environment. In the broader context, supporting outstanding students ensures that 

their talents are nurtured effectively[15].  

This condition is that XYZ elementary school needs to implement a system for analyzing student 

learning outcomes data, because evaluating student learning outcomes is the key to improving the 

quality of education [10]. In this case, Fuzzy Subtractive Clustering (FSC) is applied, which plays a role 

in processing data more effectively, so that it can be a tool for educators in utilizing existing information 

to the maximum[16] . 

The research conducted by [17] aims to group students based on report card grades using the K-

Means Clustering method, as well as determining top students (top rank) among high-achieving groups 

with the help of the Simple Additive Weighting (SAW) method. The limitations in this research are the 

very limited amount of data, which is only 25 records, and only using the grade variable as the basis for 

grouping, so it does not reflect other aspects that also affect student achievement such as attitude or 

social factors. 

Similar research conducted also by [18] aims to find out and form student data clusters using the 

k-means method based on academic grades, attitude scores, and discipline scores so that they become a 

cluster so that the results of student clusters can be a reference in improving student grades in the next 

learning process. The best result with the application of the K-Means Clustering algorithm produces 3 

clusters with a silhouette score of 0.489. Limitations of this research include the use of only one final 

grade variable without a detailed explanation of the type or source of the grade, making interpretation 

of the results difficult. The imbalance in the number of members between clusters, especially from 155 

data in only cluster 2 which contains only one student, also shows potential inaccuracies in data 

separation. 

Research conducted by [19] find out which algorithm is more effective between K-Means and 

DBScan in grouping junior high school student data based on their academic achievement. The results 

showed that the DBSCAN algorithm with epsilon 11 and 24 data samples produced 2 clusters with a 

Silhouette Score of 0.258030877243884. While K-Means algorithm with Elbow method produces 4 
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clusters with Silhouette Score of 0.5697019340266847. From the comparison, K-Means algorithm 

proved to be more efficient. K-Means also shows clusters that are cleaner, structured, and have better 

similarity between data. The limitation of this research is that there has been no further exploration of 

validation techniques or performance comparisons with other fuzzy clustering algorithms that are 

potentially more suitable for the characteristics of the data used. 

Research conducted by [20] applying Fuzzy Subtractive Clustering (FSC) for imputation of 

medical data. The data used is hypertension data. The variables used are age, gender, systolic pressure, 

diastolic pressure, and body weight. This study produced a Partition Coefficient (PC) value of 0.5369 

for 2 clusters, 0.4801 for 3 clusters, and 0.5473 for 4 clusters. The limitation of this research is the 

simulation process that only focuses on the radius parameter (r) in the formation of the number of 

clusters, so it has not explored the influence of other important parameters such as squash factor (𝑞), 

accept ratio, or reject ratio. 

A similar study [21] applied Fuzzy Subtractive Clustering (FSC) to impute medical data of heart 

failure patients. The results showed that the most optimal number of clusters was 3, which was selected 

based on the most significant Partition Coefficient (PC) value, namely PC = 0.7393. The limitations of 

this research still focus on the use of one type of dataset that has been widely explored before, so the 

generalization of the results is still limited. It is necessary to apply this Fuzzy Subtractive Clustering 

method to datasets from different fields or domains to test its consistency and reliability more broadly. 

As well as research conducted by [22] This research aims to prove the performance of Fuzzy 

Subtractive Clustering (FSC) and Fuzzy C-Means (FCM) methods for solving imputation problems. 

This research is limited by the need to justify some clustering parameters, including acceptance/rejection 

ratios, as with other soft computing techniques. Therefore, to determine the ideal parameters, testing 

should be conducted. 

Previous research generally used the K-Means method as the most common method of data 

grouping because of its simplicity. However, the K-Means grouping method has significant drawbacks, 

especially its sensitivity to the initial selection of the cluster centers [23]. To overcome this limitation, 

the FSC method was chosen because in identifying the cluster center, FSC is more adaptive based on 

data density, and emphasizes the importance of optimizing parameters such as radius and acceptance 

ratio. However, some of these studies acknowledge limitations in the exploration of several other 

important parameters, including radius, squash factor, acceptance ratio, and rejection ratio. Therefore, 

the research explores the determination of ideal parameters, which is done by utilizing soft computing 

techniques [24]. 

The application of Fuzzy Subtractive Clustering (FSC) is expected to group data more effectively, 

so that it can be a tool for educators to make maximum use of existing information. This method’s ability 

to create clusters based on the maximum permitted distance between cluster members and the cluster 

center is one of its benefits. The cluster center is a component of the clustered data in this method [25].  

Based on the background that has been explained, this study aims to group outstanding students 

based on report card grades by applying the Fuzzy Subtractive Clustering (FSC) method. As an 

innovative approach, this research application of Fuzzy Subtractive Clustering (FSC) integrated with 

parameter exploration carried out specifically tailored to the dataset, specifically to identify outstanding 

students based on report card grades. 

2. METHOD 

This research utilizes primary data sourced from SDI XYZ. Python and JupyterLab were used as 

the main software and programming language for the analysis. The research flow, starting from data 

collection to model evaluation is illustrated in detail in Figure 1. 
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Figure 1. Research Flow 

2.1. Collecting Data 

The research data was obtained directly from SDI XYZ through data recapitulation by manually 

recording each student's report card into excel. The dataset used was primary data consisting of report 

cards of students in grades 1 to 6, with a total of 260 students and 16 research variables in the 2021/2022 

school year. The details of the features used are presented in Table 1. 

 

Table 1. Details of the features 

Feature Description 

Name Student's full name 

Class Class 

P_Agama Religious Education (Knowledge score) 

Ket_Agama Religious Education (Skill score) 

P_PPKN Civic Education (Knowledge score) 

'Ket_PPKN Civic Education (Skill score) 

'P_B.Indonesia' Indonesian Language (Knowledge score) 

'Ket_B.Indonesia' Indonesian Language (Skill score) 

'P_Matematika' Mathematics (Knowledge score) 

'Ket_Matematika' Mathematics (Skill score) 

'P_IPA' Natural Science (Knowledge score) 

'Ket_IPA' Natural Science (Skill score) 

'P_IPS' Social Science (Knowledge score) 

'Ket_IPS' Social Science (Skill score) 

'P_B.Inggris' English Language (Knowledge score) 

'Ket_B.Inggris' English Language (Skill score) 

'N_ Spiritual' Spiritual Value (Competence in spiritual attitude including acceptance, 

application, and appreciation of religious teachings) 

'N_Sosial' Social Score (Competency in social such as honesty, discipline, responsibility, 

politeness, care, and self-confidence in interactions) 
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2.2. Preprocessing Data 

Data preprocessing is the process of transforming, cleaning, and integrating raw data into a format 

suitable for analysis [26]. Data preprocessing is also useful for ensuring consistency in the dataset, so 

that modeling tasks can be performed and further analysis can be done effectively [27]. This stage 

includes several stages which will be carried out as follows: 

a. Handling missing values 

b. Handling duplication data 

c. Aggregation of skill value data (40%) and knowledge (60%) 

2.3. Exploratory Data Analysis 

Exploratory Data Analysis (EDA) in this research is conducted through descriptive statistics and 

data visualization, the goal is to uncover hidden data structures, discover new insights, identify 

anomalies or outliers, to build efficient models [28]. The variables that EDA is performed in are average 

final subject grade, grade and number of students. 

2.4. Data Transformation 

Data transformation converts data into a format that is suitable and needed for analysis and 

includes the label encoding [29]. The encoding label to be applied is that categorical data must be 

converted into numerical data so that it can be processed by the model, because the model cannot process 

categorical data [30]. Label encoding will be applied to the social and spiritual value variables as a data 

transformation step to facilitate further processing. 

2.5. Modeling Fuzzy Subtractive Clustering 

The method in this study focuses on the application of a clustering model using the Fuzzy 

Subtractive Clustering (FSC) method. This method starts with normalization to calculate the data density 

around each point in the dataset using parameters such as radius, squash factor, rejection ratio, and 

acceptance ratio to adjust the sensitivity of the model to the data [31]. The details of the FSC algorithm 

[32] used are presented in Table 2. 

 

Table 2. FSC Algorithm 

FSC Algorithm 

Input: Dataset (𝑥), Radius (𝑟), Squash factor (𝑞), Accept ratio, Reject ratio, Maximum Value, 

Minimum Value 

Output: Cluster Center (C), Cluster data 

a. Normalize (x) data point is between (0 and 1) based on equation (1). 

b. Calculate the initial potential data of the cluster center based on equation (2) or (3). Select one 

data point with the highest potential to become the first cluster center. 

c.  Reduce the potential of each potential data point and determine the next cluster center with 

equations (5) - (8). 

d. Check the conditions of each potential cluster center result. If condition 1 (ratio > accept ratio) 

continues to be iterated, start at step c. If condition 2 (ratio value < accept ratio and ratio value 

> reject ratio) , calculate Mds (minimum distance to the segment) with equation (6), (8)-(9). If 

condition 3 (ratio value < accept ratio and ratio value < reject ratio) iteration will be stopped 

because no more cluster center candidates have been found. 

e. Calculate the sigma of each cluster center using equations (10) and (11). 

f. Calculate the degree of membership of each data with equation (12) 

g. Determine the location of the cluster with the degree of membership obtained 
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a. Data normalization aims to homogenize data of the same scale in the range of 0 to 1 [33], so that 

no variable dominates the clustering results. This process is very important because FSC uses the 

density measure of data points. Normalization calculation uses min-max normalization in 

equation (1). 

𝑥𝑖𝑗𝑛𝑜𝑟𝑚 =
𝑥𝑖𝑗−𝑥𝑗𝑚𝑖𝑛

𝑥𝑗𝑚𝑎𝑥−𝑥𝑗𝑚𝑖𝑛
 (1) 

In equation (1) 𝑥𝑖𝑗 is the original value of the data in the-i row and the-j variable, with 𝑥𝑗𝑚𝑖𝑛 being 

the minimum value of the-j variable and the 𝑥𝑗𝑚𝑎𝑥 is maximum value of the-j variable. 

b. Calculate the initial potential data of the cluster center based on equation (2). Select one data point 

with the highest potential to become the first cluster center. 

𝐷𝑘 = ∑ 𝑒
−4((𝐷𝑖𝑠𝑡𝑘𝑗)

2
)𝑛

𝑘=1  (2) 

𝑇𝑗 is the value of the reference data point (center or target point) in the-j dimension, 𝑋𝑘𝑗 is the 

value of the-k data point in the-j dimension. Where 𝑟 is the radius of the value previously set. 

From the results of the 𝐷𝑘 calculation, the highest potential was chosen to be the first cluster 

center and was used as the initial Z value. 

c. Reduce the data potential of each point based on equations (3)-(7). 

𝑅 =
𝑍

𝑀
 , 𝑂𝑛𝑙𝑦 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 1 𝑖𝑠 𝑍 = 𝑀 (3) 

𝑍 = 𝑀𝑎𝑥[𝐷𝑖 
𝑡| 𝑖 = 1,2,3 . . . . , 𝑛]  (4) 

Initialize 𝑍 or 𝑀 based on the previous highest potential value. In equation (4) and (5), the ratio 

value obtained is denoted by R, while the highest potential point value for the first iteration is M. 

For the second iteration and so on, the highest potential point value is represented by Z. 

𝐷𝑐𝑙𝑖
=   M × 𝑒−4(∑ 𝐷𝑖𝑠𝑡𝑖𝑗(𝑆𝑖𝑗)

2
)𝑚

𝑗=1  (5) 

Continue by calculating the value of  𝐷𝑐𝑙𝑖
 as the potential reduction value for each previous data 

point so that the calculation results will be used to calculate the new potential. The description in 

the equation (5) explains the formula for calculating the potential of data in the-l cluster for the-i 

sample, denoted as 𝐷𝑐𝑙𝑖
. This equation uses the variable M which represents the highest potential 

data from the first iteration. The symbol 𝑠𝑖𝑗 which indicates the reduction in potential data of the-

i sample at the-j attribute. 

𝐷𝑖
𝑡 = 𝐷𝑖

𝑡−1 − 𝐷𝑐𝑙𝑖
 (6) 

Then the new potential is calculated. The new potential of the data 𝐷𝑖
𝑡 is the old potential 𝐷𝑖

𝑡−1 

minus the reduction in the potential of the data 𝐷𝑐𝑙𝑖
. The description in the equation (6) explains 

the formula for calculating the new potential data for the-i sample at iteration t, denoted as 𝐷𝑖
𝑡. 

this is calculated by subtracting the potential data of the-l cluster from the sample at iteration t, 

represented as 𝐷𝑐𝑙𝑖
. From the potential data of the-i sample in the previous iteration, denoted as 

𝐷𝑖
𝑡−1. The potential for finding potential cluster centers is calculated using equation (5) and then 

the results are continued with equation (6) so that new potential is obtained. Prospective cluster 
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centers are selected based on the highest value 𝐷𝑖
𝑡, while values 𝐷𝑖

𝑡 less than 0 the potential data 

will be set to 0 and will no longer be considered as cluster centers. 

d. The conditions of 1 candidate for a cluster center are checked if the ratio value is > accept ratio, 

the candidate point for the cluster center is accepted as a new cluster center and is labeled as 𝐶𝑖. 

The steps will be repeated as in the previous procedure is to look for a candidate cluster center in 

equations (3) to (6).  

 

Condition 2 If the ratio value is < accept ratio and the ratio value is > reject ratio, new candidates 

will be accepted as cluster centers if they are located far enough from existing cluster centers. 

Procedure in this condition Md = -1, continue with Equations (7)-(8). 

𝑆𝑑𝑖 = ∑ (
𝑉𝑗−𝐶𝑙𝑗

𝑟
)
2

𝑚
𝑗=1  (7) 

𝑀𝑑𝑠 = √𝑀𝑑 (8) 

The description in the equation (8) explains the formula for calculating 𝑆𝑑𝑖, which is the sum of 

squared distances between the candidate cluster center 𝑉𝑗 and the-l cluster center 𝐶𝑙𝑗, which is 

divided by the 𝑟 (radius) of each data attribute. If 𝑀𝑑 < 0 or 𝑆𝑑 < 𝑀𝑑, then 𝑀𝑑 =

𝑆𝑑𝑖.  Continued with if ≥ 1 (𝑅𝑎𝑡𝑖𝑜 +  𝑀𝑑𝑠) ≥ 1 then the data is accepted as the center of the 

cluster, while if (𝑅𝑎𝑡𝑖𝑜 +  𝑀𝑑𝑠) < 1 then the data will not be reconsidered as the center of the 

cluster and the value set to 0. Then it will look for other potential highest points, continue with 

iterations in equations (5), (7) - (8). 

 

Condition 3 If the ratio value is < accept ratio and the ratio value is < reject ratio, the iteration 

will be stopped because no more cluster center candidates have been found. So the search for the 

cluster center will stop if it reaches condition 3. 

e. Calculate the sigma of each cluster center using equations (9) and (10). After no cluster centers 

are found, the sigma calculation is continued to find the degree of membership to be calculated. 

𝐶𝑙𝑗𝑑𝑒𝑛𝑜𝑟𝑚
= 𝐶𝑙𝑗 × (𝑥max𝑗 − 𝑥𝑚𝑖𝑛𝑗) + 𝑥𝑚𝑖𝑛𝑗 (9) 

To obtain this value, the normalized cluster center 𝐶𝑙𝑗 is multiplied by the difference between the 

maximum value 𝑥max𝑗 and the minimum value 𝑥𝑚𝑖𝑛𝑗 of the-j attribute. Then, the minimum value 

of the data for that attribute 𝑥𝑚𝑖𝑛𝑗 added to restore the cluster center to its original data scale. The 

description in the equation (10) explains the formula for calculating 𝐶𝑙𝑗𝑑𝑒𝑛𝑜𝑟𝑚 represents the 

cluster center for the-k cluster at the-j attribute after denormalization. 

σj = 𝑟𝑗  ×
𝑥𝑗𝑚𝑎𝑥−𝑋𝑗𝑚𝑖𝑛

√8
 (10) 

Specifically, σj represents the standard deviation of the cluster, which is determined by 

multiplying the radius of each data attribute 𝑟𝑗, with the difference between the maximum 

value 𝑥𝑗𝑚𝑎𝑥 and the minimum value 𝑋𝑗𝑚𝑖𝑛 of the-j attribute. The description in the equation (10) 

explains the formula for calculating σj. 

f. Degree of membership is calculated using the Gauss function at equation (11), this degree of 

membership will be used to determine whether the data is included in the cluster based on the 

largest one. 
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µ𝑘𝑗 = 𝑒
−∑

(𝑋𝑖𝑗−𝐶𝑙𝑗)
2

2σ𝑗
2

𝑚
𝑗=1

    (11) 

The equation (12) calculates the degree of membership µ𝑘𝑗 of the-k cluster for the-i sample. It is 

determined by using the exponential function, where the squared difference between the sample 

data 𝑋𝑖𝑗 and the cluster center 𝐶𝑙𝑗 is divided by twice the squared standard deviation σ𝑗
2. 

g. Determine the location of the cluster using the membership degree value obtained previously. The 

location of the data cluster is where the cluster with the highest membership degree value in the 

data. 

2.6. Parameter Exploration 

To find the best parameter configuration, the modeling process is conducted by exploring the 

initialization of key parameters, including the radius, squash factor, acceptance ratio, and rejection ratio, 

in order to obtain optimal evaluation results. The parameter ranges in the optimization process of the 

Fuzzy Subtractive Clustering (FSC) method were selected based on standard values commonly used in 

previous studies, such as squash factor of 1.25, accept ratio of 0.5, and reject ratio of 0.15. Furthermore, 

an empirical exploration was conducted to assess whether the performance of the model can be improved 

by using parameter values that are smaller or larger than these standards. The aim is to evaluate whether 

the variation in values produces better clustering results compared to the use of standard values [34].  

In Fuzzy Subtractive Clustering (FSC), two comparative thresholds are used: the accept ratio and 

the reject ratio, both of which are fractional values ranging from 0 to 1. The accept ratio serves as a 

lower threshold, meaning a data point can be accepted as a potential cluster center if its potential exceeds 

this value. Conversely, the reject ratio serves as an upper threshold, indicating that a data point cannot 

be considered a cluster center if its potential falls below this value. The squash factor is a constant used 

to determine the extent of the potential suppression around an accepted cluster center, thereby 

influencing the selection of subsequent centers. Meanwhile, the radius is a vector that defines the 

neighborhood influence of a cluster center on surrounding data points [20]. 

2.7. Model Evaluation  

The Silhouette method basically evaluates how well an object is integrated into the cluster in 

which it belongs. It states that for every object in a cluster[35]. Silhouette Score is a clustering model 

evaluation technique that has a value range between -1 to 1 [36]. The weakness of using the silhouette 

coefficient is that to obtain its optimal value it is more suitable for methods such as those that must be 

run repeatedly for various values of k (number of clusters). The higher silhouette score,is the better the 

cluster. The details of the silhouette score used are presented in Table 3. 

 

Table 3. Silhouette score details 

Intepretation Silhouette score 

Strong cluster structure 0,71 – 1 

Good cluster structure 0,51 – 0.70 

Weak cluster structure 0,26 – 50 

Bad cluster structure 0 – 0,25 

 

Silhouette Score is a metric to assess how well objects in one cluster are separated from objects 

in other clusters [37]. 

𝑆𝑖  
𝑏𝑖−𝑎𝑖

max(𝑏𝑖 ,   𝑎𝑖)
  (12) 
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From equation (12) is the equation for calculating the silhouette score value, with 𝑎𝑖  reference to 

the average distance between one point and all data in the same cluster, while 𝑏𝑖 referring to the smallest 

average distance between one point and points in different clusters. 

3. RESULT 

3.1. Collecting Data 

Table 4 shows the results of the dataset, where each data has the same format. The total number 

of data is 260 rows with 18 columns. The details of the features used are presented in Table 4. 

 

Table 4. Datasets Details 

Nam

a 

Kel

as 

P_A

gama 

K_A

gama 

P_PP

KN 

K_P

PKN 

P_B.

Indo 

K_B.

Indo 

P_M

ath 

K_Math … Spirit

ual 

Socia

l 

Sisw

a 1 

1B 90 88 91 92 95 82 93 90 … B B 

Sisw

a 2 

1B 85 84 86 83 90 90 80 85 … B B 

Sisw

a 3 

1B 72 75 73 76 72 75 72 74 … B B 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
Sisw

a 260 

2A 95  94  95 95  95 95 90 92  B A 

3.2. Preprocessing 

Data preprocessing refers to the process of converting raw data into a format suitable for analysis, 

the results of which are shown in Table 5. The following are the results of the steps involved in 

preprocessing, which are outlined for a more comprehensive explanation: 

a. Handling missing value, the number of missing values found is = 0 which means there are no 

missing values in the dataframe. All columns have complete data. 

b. Handling duplicate data, there are no duplicate rows in the dataset. Each row is unique, which is 

a positive sign for data quality, as this means there are no repetitive entries that can break analysis 

or modeling. 

c. The results of data aggregation are obtained from the value of skills (40%) and knowledge (60%) 

in each variable value of each subject. After aggregating the dataset, the results were taken into 

11 features including ‘Nama', 'Kelas', 'NA_Agama', 'NA_PPKN', 'NA_B.Indonesia', 

'NA_Matematika', 'NA_IPA', 'NA_IPS', 'NA_Bhs.Inggris', 'Nilai_Spiritual', dan 'Nilai_Sosial'. 

 

Table 5. Preprocessing results 

Nam

a 

Kel

as 

NA_A

gama 

NA_P

PKN 

NA_B.

Indo 

NA_

Math 

NA_

IPA 

NA_

IPS 

NA_B.

Inggris 

Spiritu

al 

Socia

l 

Sisw

a 1 

1B 89.2 91.4 89.8 91.8 92 93 90 B B 

Sisw

a 2 

1B 84.6 84.8 90 82 88 90 79.2 B B 

Sisw

a 3 

1B 73.2 74.2 73.2 72.8 77.2 77.8 70.6 B B 

Sisw

a 4 

1B 89.2 87.4 90.8 90.8 86.8 85 84.4 B B 

Sisw

a 5 

1B 90.8 89.8 90.8 90 90.8 91.2 80 B B 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
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Sisw

a 260 

2A 94.6 95 95 90.8 91.8 89.4 94.6 B A 

3.3. Exploratory Data Analysis 

Exploratory Data Analysis (EDA) is an essential step in understanding the underlying patterns, 

structures, and relationships within a dataset before conducting further analysis. The following are the 

EDA steps that have been carried out, with a detailed explanation of the procedures performed: 

a. The descriptive statistics  

The descriptive statistics presented provide an overview of the distribution of final grades (NA) 

These data show that the majority of students have good grades, with averages above 80 for all subjects. 

The results of the descriptive statistics are shown in Table 6. 

 

Table 6. Preprocessing results 

 NA_Agama NA_PPKN NA_B.Indo NA_Math NA_IPA NA_IPS NA_B.Inggris 

Count 260 260 260 260 260 260 260 

Mean 86.2 86.8 87.3 85.4 86.3 86.4 83.9 

Min 70 69.4 70 67 70 70 66.2 

Max 100 96.2 99.2 98 97.2 96 96 

 

b. Data visualization 

As shown in Figure 2, The boxplot visualization shows that students generally scored in the high 

range (85-90) in all subjects, with Indonesia language having the highest mean and median, indicating 

that students performed best in that subject. English language having the lowest mean and median, 

indicating that students are having difficulty. The imbalance between the mean and median in 

mathematics and english language also indicates a skewed distribution of scores, this can be a reference 

for educators to give more attention through guidance or remedial programs in subjects with low score 

distribution. 

 

 
Figure 2. Visualization of Final Subject Grades 

 

From the heatmap in Figure 3 based on the correlation heatmap, there are several ways to interpret 

Spearman correlation values. A correlation value below 0.4 is considered to indicate a weak relationship. 
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A value between 0.4 and 0.7 represents a moderate correlation [38]. The grades of each subject have a 

moderate correlation with students' spiritual and social grades. Overall, this shows that although there 

is a correlation between academic achievement and student social or spiritual grades, the correlation is 

not very strong, so spiritual and social grades do not fully reflect student academic achievements in each 

subject. 

 

 
Figure 3. Visualization of Correlation 

3.4. Data Transformation 

This encoding method was applied to transform the categorical data into numerical form, 

facilitating its use in further statistical analysis and modeling. Table 7 illustrates the label encoded values 

for the Social and Spiritual Values, where the categorical values have been assigned as follows: ‘A’ = 

2, ‘B’ = 1, and ‘C’ = 0. 

 

Table 7. Encoding result 

Grade Social Grade 

Encoded 

Count Social 

Grade 

Spiritual Grade 

Encoded 

Count Spiritual 

Grade 

A 2 54 2 48 

B 1 201 1 208 

C 0 5 0 4 

3.5. Modeling Fuzzy Subtractive Clustering 

Modeling experiments were conducted using the parameters accept ratio of 0.5, reject ratio of 

0.04, radius of 0.3, and squash factor of 1.25. First, data normalization is performed, with the results 

shown in Table 8. 
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Table 8. Normalization Result 

Nama Agama PPKN B.Indonesia … Spiritual Social 

Siswa 1 0.892 0.95 0.90 … 0.5 0.5 

Siswa 2 0.846 0.88 0.90 … 0.5 0.5 

Siswa 3 0.732 0.77 0.73 … 0.5 0.5 

Siswa 4 0.892 0.90 0.91 … 0.5 0.5 

Siswa 5 0.908 0.93 0.91 ⋮ 0.5 0.5 

 

Calculate the potential of the initial data center and select one data point with the highest potential 

to be the center of the first cluster obtained in the 160th data with a value = 99.21, with the results shown 

in Table 9. 

 

Table 9. Initial potential data result 

Data Initial potential 

1 57.23 

2 78.28 

3 19.06 

4 83.55 

5 65.74 

⋮ ⋮ 
160 99.21 

⋮ ⋮ 
260 6.48 

 

Subtract the potential of each potential data point and determine the next cluster center, leaving 

no check on the condition of each potential cluster center result. The results shown in Table 10. 

 

Table 10. Each potential iteration 

Data Initial 

potential 

New 

Potential 1 
… New 

Potential 4 

New 

Potential 5 

1 57.35 13.90 … 0 0 

2 78.34 0 … 0 0 

3 19.07 11.84 … 0 0 

4 83.28 5.34 … 0 0 

5 65.84 2.86 … 2.29 2.6 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
260 6.48 5.90  0 0.03 

 

The cluster center is found after calculating the potential of each point. The results of the 

calculation found 5 cluster centers, details of the cluster center are shown in Equation 13. 

𝐶𝑙𝑗𝑑𝑒𝑛𝑜𝑟𝑚
=

[
 
 
 
85.8 86.8

92 93.6
73.2

90.6

92.6

77.2

92.6

90

   

87 84

93.2 93
75.4

88.2

94.4

75

88.8

92

  

85.2 85.4

92.8 92.8
74.6

90.8

92.6

74.8

90

90

  

81.8 1

89.2 2
74

82

88.6

1

2

1

  

1

2
1

1

2]
 
 
 

 (13) 

Calculate the sigma of each cluster center, details of the calculate the sigma are shown in Equation 

14. 

𝜎 = [10.60 10.20 10.52 10.39 10.30 10.18 10.18 0.21 0.21] (14) 
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Calculate the degree of membership of each data with equation, details of the calculate the sigma 

are shown in Table 11. 

 

Table 11. Degree of membership result 

Data Degree to 

cluster 0 

Degree to 

cluster 1 

Degree to 

cluster 2 

Degree to 

cluster 3 

Degree to 

cluster 4 

1 0.27 0.000 0.000 0.000 0.000 

2 0.77 0.000 0.016 0.000 0.000 

3 0.016 0.000 0.80 0.000 0 

4 0.68 0.000 0.003 0.000 0.000 

5 0.49 0.000 0.000 0.000 0.000 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
260 0.000 0.005 0.000 0.33 0.000 

 

Determine the location of the cluster using the membership degree value obtained previously. The 

location of the data cluster is where the cluster with the highest membership degree value in the data, 

with the results shown in Table 12. 

 

Table 12. Degree of membership result 

Data Cluster 

1 1 

2 1 

3 3 

4 1 

5 1 

⋮ ⋮ 
260 4 

 

Followed by the calculation of the silhouette score obtained is 0.57 with the number of clusters 

as many as 5. These results indicate that the results of clustering good quality data. 

3.6. Exploration Parameters 

The test results are followed by various parameter configurations in Fuzzy Subtractive Clustering 

(FSC) to determine the best combination that produces the optimal number of clusters. From the test 

parameters, the best combination that produces the most optimal number of clusters with good quality 

silhouette score. For the FSC algorithm, an optimal parameter range search was performed for four 

parameters that affect the performance model. The ranges of values used in this parameter search are 

shown in more detail in Table 13 below. 

 

Table 13. Search Parameter 

Parameter Range Search Parameter Parameter Details 

Radius 0.3 – 0.18 [0.3, 0.27, 0.25, 0.2, 0.18] 

Squash factor 1.25 – 0.55 [1.35, 1.25,1.15, 1.05, 0.53] 

Accept ratio 0.6 – 0.3 [0.6, 0.5, 0.4, 0.3] 

Reject ratio 0.2 – 0.03 [0.2, 0.1, 0.07, 0.04, 0.03] 

 

Search for radius configuration with accept ratio = 0.5 and reject ratio = 0.15. Details of the radius 

exploration used are presented in Table 14. 
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Table 14. Radius exploration FSC Standart parameter  

Radius Squash Factor Jumlah Cluster Silhouette score 

0.3 1.25 2 0.62 

0.27 1.25 3 0.45 

0.25 1.25 3 0.43 

0.2 1.25 4 0.23 

0.18 1.25 5 0.20 

 

Search for squash factor configuration with accept ratio = 0.5 and reject Ratio = 0.15. Details of 

the squash factor exploration used are presented in Table 15. 

 

Table 15. Squash factor exploration 

Radius Squash Factor Jumlah Cluster Silhouette score 

0.3 1.35 2 0.62 

0.3 1.25 2 0.62 

0.3 1.15 3 0.45 

0.3 1.05 4 0.31 

0.3 0.53 5 0.17 

 

Search for accept ratio configuration with radius = 0.3 and squash factor = 1.25. Details of the 

accept ration exploration used are presented in Table 16. 

 

Table 16. Accept ratio exploration 

Accept Ratio Reject Ratio Jumlah Cluster Silhouette score 

0.6 0.15 2 0.62 

0.5 0.15 2 0.62 

0.4 0.15 2 0.62 

0.3 0.15 2 0.62 

 

Search for reject ratio configuration with radius = 0.3 and squash factor = 1.25. Details of the 

accept ration exploration used are presented in Table 17. 

 

Table 17. Reject ratio exploration 

Accept Ratio Reject Ratio Jumlah Cluster Silhouette score 

0.5 0.2 2 0.62 

0.5 0.1 3 0.45 

0.5 0.07 4 0.51 

0.5 0.04 5 0.57 

0.5 0.03 6 0.53 

3.7. Model Evaluation 

The test results are shown in Table 18 with the best silhouette score of each number of clusters, 

the best silhouette score value obtained is 0.62 but the number of clusters formed is limited to 2 clusters. 

However, the best parameters chosen in Fuzzy Subtractive Clustering are accept ratio 0.5, reject ratio 

0.04, radius 0.3, and squash factor 1.25. These parameters were chosen because they produce a silhouette 

score of 0.52 which is quite good with a more diverse number of clusters, namely 5 clusters. 

 

Table 18. Best parameters each number of clusters exploration 

Radius 
Squash 

Factor 

Accept 

Ratio 
Reject Ratio 

Jumlah 

Cluster 
Silhouette score 
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0.3 1.25 0.5 0.2 2 0.62 

0.3 1.25 0.5 0.1 3 0.45 

0.3 1.25 0.5 0.07 4 0.51 

0.3 1.25 0.5 0.04 5 0.57 

0.3 1.25 0.5 0.03 6 0.53 

 

The distribution of grade point averages is based on clustering results consisting of five clusters. 

Cluster 2 has the highest average score, indicating the group with the best academic performance. 

Cluster 1, 4 and Cluster 5 are at the middle level, while Cluster 3 has the lowest average score, indicating 

relatively lower performance compared to the other clusters. Details of cluster distribution of grade point 

averages presented in Figure 4.  

The difference in spiritual values between clusters, where Clusters 2 and 5 have the highest 

spiritual values, followed by Cluster 1 and Cluster 4 with lower values. Cluster 3 showed the lowest 

average spiritual value. Details of cluster distribution of spiritual values presented in Figure 4. 

Details of cluster distribution of spiritual values presented in Figure 4. The difference in social 

values between clusters, where Clusters 2 and 4 have the highest social values, followed by Cluster 1 

and Cluster 5 with lower values. Cluster e showed the lowest average spiritual value. Details of cluster 

distribution of social values presented in Figure 4. 

 

 
Figure 4. Cluster visualization 

 

The clustering results in Table 19 successfully identified groups of students with different 

characteristics in terms of academic achievement, spiritual values, and social values. Cluster 2 with 38 
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students stood out as having the highest academic scores and high spiritual and social scores. In contrast, 

Cluster 3 with 33 students showed the lowest performance in all three aspects (academic, spiritual and 

social). Cluster 4 with 16 students had average academic performance, high social scores, but average 

spiritual scores. Cluster 5 with 10 students was also at an intermediate academic level, high spiritual 

scores, but average social scores. Finally, Cluster 1 with 163 students showed medium academic 

performance with spiritual and social scores that were among the other groups with medium scores. 

 

Table 19. Cluster Profile 

 Count Mean 

NA_A

gama 

Mean 

NA_P

PKN 

Mean 

NA_B.

Indo 

Mean 

NA_M

ath 

Mean 

NA_IP

A 

Mean 

NA_IP

S 

Mean 

NA_B.

Inggris 

Mean 

Spiritu

al 

Mean 

Social 

Clust

er 1 

163 86.24 86.41 87.29 85.56 86.41 86.69 84.15 1 1 

Clust

er 2 

38 93.31 94.03 94.03 92.15 92.63 91.44 89.93 2 2 

Clust

er 3 

33 75.01 77.37 76.78 74.44 75.87 77.12 74.46 0.87 0.84 

Clust

er 4 

16 88.86 92.28 90.05 88.53 90.13 89.91 85.88 1 2 

Clust

er 5 

10 92.46 89.09 92.98 89.76 90.34 89.64 85.5 2 1 

4. DISCUSSIONS 

In previous research that have been carried out previously, Table 20 shows a comparison of model 

evaluation values between the proposed model and previous studies using Silhouette Score was carried 

out. In the research of Hasibuan et al. [20] K-Means produces the highest Silhouette Score of 0.56, the 

FSC approach with parameter exploration or tuning is able to produce a Silhouette value that is close to 

the performance of K-Means, although not exceeding it. DBSCAN shows the lowest performance with 

a Silhouette Score value of 0.25 which indicates that this method is less suitable for the data structure 

used. Interestingly, from previous research Yudhistira et al.[19] FSC managed to surpass the 

performance of K-Means. This shows that the different data used indicates that the clustering results are 

also different based on the characteristics of the data, so it is important to adjust the method and 

maximize the data preparation process properly. FSC with parameter optimization can be considered as 

a good approach, better than DBSCAN and quite competitive with K-Means in clustering students. This 

research shows the FSC method with parameter exploration can provide better results with a silhouette 

score of 0.52 for 5 clusters. This highlights the importance of parameter optimization in the application 

of the FSC method to obtain more better and adaptive clustering outcomes. 

 

Table 20. Comparison Of Model 

Research K K-Means 

Silhouette 

Score 

FSC + Explor 

Parameter 

Silhouette 

Score 

FSC Silhouette 

Score 

DBScan 

Silhouette 

Score 

Proposed 2 - 0.62 0.62 - 

 3 - 0.45 0.45 - 

 4 - 0.51 0.43 - 

 5 - 0.57 0.23 - 

Yudhistira et 

al.[18]] 

3 0.48 - - - 
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Hasibuan et 

al.[19]][ 
4 0.56 - - - 

 2 - - - 0.25 

5. CONCLUSION 

Based on the results, it can be concluded that parameter optimization in the Fuzzy Subtractive 

Clustering (FSC) method produces the best configuration with acceptance ratio 0.5, reject ratio 0.04, 

radius 0.3, and squash factor 1.25. This parameter configuration proved effective in producing 5 

different clusters with a silhouette score of 0.57 indicating good clustering quality and the reject ratio 

parameter proved to have a considerable impact on the model evaluation results. Result of clustering 

successfully identified student groups with diverse characteristics in academic achievement, Cluster 2 

with 38 students stood out as having the highest academic scores and high spiritual and social scores. In 

contrast, Cluster 3 with 33 students showed the lowest performance in all three aspects (academic, 

spiritual and social). Cluster 4 with 16 students had average academic performance, high social scores, 

but average spiritual scores. Cluster 5 with 10 students was also at an intermediate academic level, high 

spiritual scores, but average social scores. Finally, Cluster 1 with 163 students showed medium 

academic performance with spiritual and social scores that were among the other groups with medium 

scores. The cluster results can be used as a guide for the school in providing special assistance to students 

with low academic, spiritual and social scores, as well as supporting the implementation of future 

learning programs. The limitation of this research lies in the lack of automatic parameter exploration in 

the Fuzzy Subtractive Clustering (FSC) method to obtain optimal parameters directly. In addition, there 

has been no comparison of FSC performance with other methods such as K-Means to evaluate the 

effectiveness of each method in the clustering process on the same data. Therefore, this can be a 

suggestion for future research so that parameter exploration is carried out automatically and comparisons 

are made with other clustering methods to obtain more comprehensive results. 
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