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Abstract 

The growing complexity of cybercrime necessitates efficient and accurate digital forensic tools for analyzing 

electronic evidence. This research presents an intelligent digital forensic chatbot powered by DeepSeek Large 

Language Model (LLM) and Named Entity Recognition (NER), designed to automate the analysis of various digital 

evidence, including system logs, emails, and image metadata. The chatbot is deployed on the Telegram platform, 

providing real-time interaction with investigators. The metric results show that the chatbot achieves a precision of 

83.52%, a recall of 88.03%, and an F1-score of 85.71%. These results demonstrate the chatbot's effectiveness in 

accurately detecting forensic entities, significantly improving investigation efficiency. This study contributes to 

digital forensics by integrating LLM and NER for enhanced evidence analysis, offering a scalable and adaptive 

solution for automated cybercrime investigations. Future research may explore integrating anomaly detection and 

blockchain-based evidence integrity.  
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1. INTRODUCTION 

The rapid development of information and communication technology has brought significant 

changes in various fields, including in the realm of cyber and digital forensics. Digital forensics has 

become a critical field as cybercrime continues to evolve, presenting new challenges for investigators 

in identifying and analyzing electronic evidence. With the increasing amount of electronic data 

generated every day, digital forensic investigations face great challenges in extracting and analyzing 

evidence efficiently [1], [2]. Technological developments make it possible to gather information about 

crime situations including finding hidden links between organizations and individuals who commit 

crimes with artificial intelligence (Radulov in [3]). Traditional manual investigation methods are time- 

consuming and prone to errors, necessitating automated solutions. One approach that can be used to 

overcome this challenge is to apply artificial intelligence technology in the investigation process, 

specifically through the utilization of chatbots based on the Large Language Model (LLM) model [4]–

[6]. 

Artificial intelligence-based chatbots have been widely applied in various sectors, such as 

customer service, text analysis, to document-based information retrieval systems [7], [8]. However, 

there is limited research integrating DeepSeek LLM with NER in a real-time chatbot for digital 

forensics, particularly on Telegram platforms. To date, there have been no original research publications 

focusing on the application of LLM in the digital forensics domain [9]. LLM models such as DeepSeek 

have the ability to understand the context of conversations as well as extract important information from 

digital documents, including system logs, emails, image metadata, and other digital communications 
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[10]. In A Comparison of DeepSeek and Other LLMs by Gao et al. it was found that DeepSeek showed 

higher classification accuracy than Gemini, GPT, and Llama in most tests [11], [12]. One technique that 

can support the effectiveness of chatbots in the investigation process is Named Entity Recognition 

(NER), which aims to identify and categorize important entities in electronic evidence, such as IP 

addresses, suspicious domains, event timestamps, and user or device identities [13], [14]. 

This research aims to develop an intelligent digital forensic chatbot powered by DeepSeek Large 

Language Model (LLM) and Named Entity Recognition (NER), which can efficiently analyze diverse 

types of electronic evidence. Unlike previous studies that focus on rule-based or limited-domain 

chatbots, this study leverages advanced LLM capabilities for contextual understanding and accurate 

entity recognition, making it a versatile tool for forensic analysis. Chatbot was chosen because it 

provides a user-friendly interface, allowing users to interact intuitively through natural language [15], 

[16]. The implementation of this chatbot is expected to improve the efficiency of the investigation 

process by providing automated analysis of the electronic evidence provided [17]. With the integration 

of NER techniques and DeepSeek models, the chatbot will be able to accurately extract important 

information, provide investigation recommendations, and produce more structured forensic reports [18]. 

In addition, this research also evaluates the performance of the developed chatbot using appropriate 

evaluation metrics to measure accuracy, precision, and efficiency in analyzing electronic evidence. 

Thus, this research is expected to contribute to the development of a digital forensics system that is more 

intelligent and adaptive to the needs of modern investigations. 

2. METHOD 

This research aims to develop a digital forensic chatbot based on DeepSeek's Large Language 

Model (LLM) model equipped with Named Entity Recognition (NER) features to assist the investigation 

process of various types of electronic evidence. In the process, this research uses a methodological 

approach consisting of several main stages, namely: data collection from various digital sources, data 

preprocessing to ensure quality and consistency, development of a chatbot model that can understand 

the forensic context, implementation of the chatbot into a suitable platform, and testing and evaluation 

of system performance. The overall mechanism of this research process is depicted in figure 1. 

 

 
Figure 1. Research Flow of Chatbot Development 
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2.1. Dataset Collection 

The data used in this research includes various types of electronic evidence, such as system logs, 

emails, image metadata, as well as other digital communications. The datasets were obtained from open 

source and forensic databases available for research purposes. The collected data includes relevant 

information, such as IP address, suspicious domain, event timestamp, device ID, as well as image 

metadata containing GPS location information, camera type, and image capture timestamp. 

2.2. Data Preprocessing 

Data preprocessing aims to ensure that the data used in the model is clean, structured, and ready 

to be analyzed [19]. An input sentence entered by the user will be processed into data that is easier for 

the chatbot to understand and process. This stage is known as preprocessing, which is a crucial step in 

Natural Language Processing (NLP)-based systems because it determines the quality of the input that 

goes into the model. The preprocessing process in this research consists of three main parts, as follows: 

1. Data Cleaning: This stage is carried out to ensure that the data used does not contain disturbances 

that can affect the performance of the model. This step includes removing duplicate data, handling 

empty data or null values, integrating data from various sources, and handling missing values. In 

addition, text normalization is also performed, such as removal of special characters, irrelevant 

punctuation, unimportant numbers, and conversion of letters to all lowercase so that data 

consistency is maintained. 

2. Data Transformation: Aims to transform raw data into a format that can be understood by the 

model. At this stage, extraction of important features from various types of data such as system 

logs and image metadata (EXIF) is done. Next, the text is converted into tokens using tokenization 

techniques. This process breaks sentences into smaller parts (words or phrases) to facilitate 

analysis. In addition, encoding of categorical data is used to convert symbolic values into 

numerical forms that can be recognized by machine learning algorithms. 

3. Named Entity Recognition (NER): The final stage in preprocessing is the application of Named 

Entity Recognition (NER). This technique is used to extract important entities from digital 

documents, such as usernames, IP addresses, locations, and timestamps of digital events. The 

NER model used has been trained with datasets relevant to the domain of cybersecurity and digital 

forensics, thus improving the accuracy in the identification of important entities that often appear 

in electronic evidence. 

The development process utilized the Python programming language. For Named Entity 

Recognition (NER) tasks, the spaCy library was employed along with the pre-trained en_core_web_sm 

model. Text preprocessing and tokenization were handled using NLTK. The chatbot interfaced directly 

with DeepSeek LLM. Image metadata extraction and error level analysis (ELA) were conducted using 

Pillow, OpenCV, and piexif. Additional steganographic analysis was supported by the Stegano library. 

2.3. Chatbot Model Development 

The chatbot model in this research was developed using DeepSeek's Large Language Model 

(LLM) designed to intelligently understand and respond to electronic evidence-based text. The chatbot 

has the ability to analyze system logs and digital communications to identify suspicious patterns 

potentially related to cybercrime activities. In addition, the chatbot is designed to present relevant 

analysis results by referring to forensic databases as a reference in supporting the investigation process. 

The DeepSeek LLM was selected due to its capability in understanding multilingual forensic 

texts, support for longer context windows, and strong performance on open-domain tasks with domain 

adaptation. Compared to other open-source LLMs such as GPT or Gemini, DeepSeek offers better 

balance between computational efficiency and forensic reasoning capabilities, especially in low- 
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resource investigative scenarios. DeepSeek LLM was configured with a 16,384-token context window 

and 32-layer transformer architecture, optimized for low-latency inference. Instead of full fine-tuning, 

prompt engineering and entity injection from the NER module were used to adapt the model to forensic 

tasks, allowing more focused and relevant analysis. 

To improve performance and accuracy in the analysis process, the chatbot model is integrated 

with a MySQL database used to store information related to digital evidence and the results of 

investigations that have been conducted. This integration allows the system to record, access and manage 

investigation data efficiently. In addition, the model was also developed to be able to interact in real- 

time through the Telegram platform, making it easier for users, especially digital investigators, to 

conduct analysis and make decisions directly through a familiar and accessible interface. 

The integration of DeepSeek LLM and NER was performed using Python-based modules where 

the NER output is used to enrich the context passed to the LLM. Detected entities such as IPs, user IDs, 

timestamps, and suspicious domains are inserted as part of the prompt context, allowing DeepSeek to 

generate more precise and evidence-aware responses. 

2.4. Implementation and Testing 

In the implementation and testing phase, the developed chatbot was thoroughly tested. The trials 

were conducted to evaluate the accuracy, response speed and robustness of the system in the face of 

diverse types of electronic evidence and analysis requests from users. The developed chatbot was tested 

with various investigation case scenarios, including: 

1. Log and Email Analysis: The chatbot is given a dataset of system logs and emails that contain 

indications of security threats, and evaluated for its ability to detect anomalies and suspicious 

entities. 

2. Image Metadata Analysis: The chatbot was asked to extract EXIF metadata from images to 

identify location, timestamp, and device information. 

3. Steganography Detection: Models were tested to detect the presence of hidden messages in 

images using histogram analysis and Error Level Analysis (ELA) techniques. The ELA method is 

used to visually detect image manipulation and has been developed in the field of digital forensic 

science [20]. 

2.5. Model Performance Evaluation 

Evaluation of chatbot performance is done using some of the following metrics: 

1. Named Entity Recognition (NER) Accuracy: Measured using Precision, Recall, and F1-Score to 

assess how well a chatbot recognizes entities in electronic evidence. The implementation of NER 

enables faster and more efficient analysis and retrieval of information, significantly reducing the 

time required to process and understand large document content [21]–[23]. Precision is calculated 

as TP / (TP + FP), where TP is the number of correct entity detections and FP is the number of 

incorrect detections. Recall is calculated as TP / (TP + FN), and F1- Score as the harmonic mean 

of Precision and Recall. 

2. LLM DeepSeek Model Performance: Tested based on the quality of chatbot responses in 

providing analysis and investigation recommendations using BLEU Score and ROUGE Score. 

BLEU Score is a simple way to measure the extent to which our answers match existing reference 

answers [24]. According to Moradi et al. [25], ROUGE works by measuring the overlap of n-

grams between the generated text and the original text written by humans, where a larger score 

indicates a higher similarity between the two answers. 

3. Evaluation of Image Metadata Analysis in Digital Forensics: Image forensics aims to extract 

information from digital images to determine their authenticity. The main focus is to detect, 
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identify, or trace manipulated images, and protect the integrity and authenticity of images from 

potential misuse [26]. In this context, the success rate of the chatbot in extracting and interpreting 

image metadata is evaluated and compared with standard forensic tools commonly used in the 

field of digital forensics. 

3. RESULT 

This section describes in detail the results of the implementation of DeepSeek's LLM-based 

digital forensics chatbot with Named Entity Recognition (NER) in analyzing electronic evidence, both 

in text and image form. The evaluation was conducted based on the accuracy of electronic evidence 

identification, the effectiveness of the chatbot in supporting investigations, as well as system 

performance in terms of responsiveness and integration with forensic databases. In addition, evaluation 

metrics were calculated to assess the extent to which the system can accurately recognize digital 

evidence. 

3.1. Implementation and Testing of Chatbot on Text Analysis. 

3.1.1. Testing Entity Identification in Electronic Evidence 

This test aims to evaluate the chatbot's ability to identify important entities from various types of 

text-based electronic evidence. The datasets used include system logs, emails (ham and spam), and 

image data that stores EXIF information. These datasets were chosen because they are often found in 

digital and cyber forensics cases. 

The Named Entity Recognition (NER) model integrated in the chatbot is tasked with recognizing 

crucial entities such as IP addresses, email addresses, suspicious domains, device IDs, usernames, and 

credit card numbers from the digital evidence content. 

The test results in table 1 show that the NER model implemented in the chatbot can recognize 

important entities with an average F1-Score of 82.48%, based on the evaluation of four types of digital 

evidence. Precision and Recall metrics also show high performance, with an average of 78.41% and 

87.85%, respectively. 

 

Table 1. Evaluation of NER Performance by Electronic Evidence Type 

No 
Types of Digital 

Evidence 
Precision (%) Recall (%) F1-Score (%) 

1 System Logs 89.2 85.4 87.2 

2 Ham Email 77.78 98.72 87.01 

3 Email Spam 65.17 84.06 73.42 

4 EXIF Image Metadata 83.50 81.20 82.30 

 Average 78.41 87.85 82.48 

 

The variation in performance metrics across evidence types reflects the characteristics of each 

dataset. System logs show high precision and F1-Score due to their structured format, which aids 

accurate entity recognition. Ham emails achieve exceptionally high recall (98.72%) as their formal and 

consistent language allows the model to generalize well, although the lower precision (77.78%) suggests 

occasional over-detection. In contrast, spam emails result in lower precision (65.17%) due to noisy and 

obfuscated language, though recall remains relatively high (84.06%), indicating that the model can still 

capture many potential entities, albeit with more false positives. EXIF metadata demonstrates balanced 

performance as its structured key-value format simplifies entity extraction. 
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Figure 2. Spam Email Analysis (left) and Ham Email Analysis (right) Results 

 

Figure 2 on the left shows the results of the analysis of an email that is indicated as spam. This 

email contains irrelevant sentences and promotion of adult content, as well as the use of unnatural 

language. The chatbot automatically detected the email as spam with a confidence level of 63.6%. In 

addition, the system also displays a content preview of the email content to strengthen the proof of 

classification. This feature shows that the chatbot is able to identify common characteristics of spam, 

such as the use of promotional keywords, unstructured sentences, and suspicious hyperlinks. 

Meanwhile, the right side shows the results of the analysis of a legitimate email. This email 

contains discussions related to gas distribution management and payments, which are legitimate 

business message content. The chatbot classifies this email as legitimate with a confidence score of 

50.0%, which although not very high, still shows the system's ability to distinguish genuine messages 

from spam. The preview provided also shows that this email has a clear sentence structure and a valid 

communication context. 

These two results reflect how the digital forensics chatbot was able to perform an initial 

classification of the type of email being analyzed using a confidence score-based approach as well as 

understanding the context of the message content. This capability is critical in the digital investigation 

process, particularly in sifting through relevant electronic evidence automatically and efficiently. 

3.1.2. Digital System Log Auto-Analysis Testing 

This test aims to evaluate the chatbot's ability to automatically analyze digital system log files. 

The analysis process involved identifying important entities such as the total number of log lines, error 

messages, warnings, as well as relevant information such as the IP address and system module associated 

with a particular event. A total of 100 log files were tested in this scenario, with the results shown in 

table 2. 

 

Table 2. Summary statistics of log analysis results 

No 

. 

Sample 

Quantity 

Log Row 

Average 

Average 

Error 

Average 

Warning 

Average Response Time 

(seconds) 

1 100 169.66 3.47 0.27 0.0538 

 

The average number of errors detected per log file (3.47) indicates that the system can filter out 

critical anomalies efficiently. Meanwhile, the low number of warnings (0.27) indicates that the system 

focuses on digging out high-severity issues, which is useful in prioritizing investigation tasks. The fast 

response time (0.0538 seconds per file) reflects the system's efficiency in real-time parsing. The system 

performs well with the ability to accurately detect and classify critical entities. All analysis results are 
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displayed in a single chatbot response, including a summary of analyzed log lines, the number and 

examples of error and warning messages, and the analysis time. This capability not only speeds up the 

digital incident investigation process but also provides an efficient and informative early view of 

potential system disruptions. The test results for system log analysis can be seen in figure 3. 

 

 
Figure 3. System Log Analysis Results 

3.2. Implementation and Testing of Chatbot on Image Analysis 

3.2.1. EXIF Metadata Identification Testing 

Image metadata analysis is one of the important stages in the digital forensic investigation process 

that aims to reveal the hidden information behind an image file. Metadata, especially EXIF 

(Exchangeable Image File Format) metadata, stores important information related to digital images, 

such as the date and time the image was taken, the GPS location (if the location feature was enabled 

during capture), the type of camera or device used, and other technical parameters such as ISO, shutter 

speed, and aperture. 

In this research, the chatbot developed is equipped with the ability to automatically extract and 

interpret EXIF metadata. This process begins when the user uploads an image as input. After the image 

is received by the system, the initial stage is to read the image file structure and extract the EXIF 

metadata embedded in it. At this stage, the chatbot uses image processing libraries that are capable of 

accessing low-level information from digital files, without requiring visual manipulation of the image 

itself. 

Once the raw data from the EXIF has been retrieved, the next process is parsing, which is sorting 

and categorizing the information that is deemed relevant to the digital forensic investigation. The 

information is then converted into an easy-to-understand text format, including important elements such 

as GPS coordinates (if available), the precise time the image was taken (hour, date, even time zone), and 

the type of hardware and software used. The end result of this process is then displayed by the chatbot 

to the user in the form of a structured reply. This information is very useful in investigations as it can 

help uncover the context or whereabouts of the perpetrator when the event occurred. 

From testing 100 image samples, the chatbot successfully extracted metadata with an accuracy 

rate of 94%. This achievement shows that the system is able to perform metadata analysis well, even 

under conditions of device variation and diverse image formats. The analysis process is visualized in 

figure 4, which illustrates the flow from image input, metadata extraction, information parsing, to the 

presentation of results by the chatbot. 
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Figure 4. Flowchart of metadata analysis process by chatbot 

 

Steganogra Table 3 presents the evaluation results of the chatbot's ability to identify image 

metadata based on EXIF (Exchangeable Image File Format) information. The evaluation was conducted 

on four main metadata parameters common to digital images, namely the date and time of capture, 

exposure time, aperture, and ISO. 

 

Table 3. EXIF Metadata Testing Results 

No. Metadata Parameters Extraction Accuracy (%) 

1 Date & Time 77% 

2 Exposure Time 99% 

3 Aperture 100% 

3 ISO 100% 

 Average 94% 

 

From the test results, it can be seen that the chatbot successfully extracted the aperture and ISO 

information with a perfect accuracy rate of 100%. The exposure time parameter also showed a very high 

accuracy of 99%. However, for the date and time of capture parameter, the accuracy rate was relatively 

lower than the other parameters, reaching only 77%. This difference in accuracy may be due to variations 

in the metadata storage format on various camera devices or the condition of image files that have 

undergone compression or modification. 

Overall, the chatbot was able to identify image metadata with an average accuracy rate of 94%, 

which indicates that the system is reliable enough in extracting important information from image files 

to support the digital forensic investigation process. The results of the image metadata analysis can be 

seen in figure 5. 

 

 
Figure 5. EXIF Metadata Analysis Result 
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3.2.2. Steganography Detection and Image Manipulation Testing 

This test aims to evaluate the chatbot's ability to detect images that have undergone digital 

manipulation or contain hidden messages (steganography). Two main approaches were used in this 

process, namely: 

• Error Level Analysis (ELA): This method is used to detect potential manipulation in digital 

images by analyzing the difference in compression levels. Areas that have been edited will show 

different error levels compared to other areas that have not been manipulated. 

• Least Significant Bit (LSB) Analysis: This method is used to detect the presence of a hidden 

message in an image by examining the least significant bit of the pixel data. This technique is 

commonly used in steganography as it does not cause significant visual changes to the image. 

A total of 100 images containing steganographic and/or manipulation elements were tested using 

both methods. The analysis results show that the model performs well in detecting the presence of 

anomalies in table 4. The detection accuracy of the hidden messages is high, supported by satisfactory 

precision, recall, and F1-score values. 

 

Table 4. Steganography Detection Evaluation Results 

No. TP FP FN Precision (%) Recall (%) F1-Score (%) 

1 70 19 11 78.65% 86.42% 82.35% 

 

The Precision value indicates how precise the model is in performing the detection, while Recall 

reflects the model's ability to capture all problematic images. The combination of both is represented by 

F1-Score, which in this test reached 82.35%, indicating that the system is quite reliable in detecting 

potential hidden visual threats. Figure 6 presents the results of the steganography analysis as well as the 

image manipulation. 

 

 
Figure 6. Steganography Detection and Manipulation Analysis Results 

3.3. Chatbot Performance Evaluation 

To measure the effectiveness of chatbots in digital forensic investigations, tests were conducted 

on chatbot response time, analysis accuracy, and user satisfaction. 

3.3.1. Chatbot Response Time Evaluation 

This test evaluates the chatbot's response speed in handling three types of forensic digital 

investigation commands: text entity identification, image metadata analysis, and steganography 

detection. The test results in table 5 show that the system responds fastest to text-based commands, with 
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an average time of only 0.0538 seconds, reflecting high efficiency in text processing. When asked to 

analyze image metadata, the chatbot took longer, at 4.7224 seconds, along with the need to read and 

extract information from image files. The slowest response occurred when detecting steganography, at 

12.6498 seconds, as this analysis required a more complex process. Overall, the chatbot recorded an 

average response time of 5.8087 seconds. These results show that although the response varies 

depending on the complexity of the command, the system is still able to provide analysis results quickly 

and responsively in the context of real-time digital investigations. 

 

Table 5. Chatbot Response Time Evaluation Results 

No. Command Type Average Response Time (seconds) 

1 Identify entities in the text 0.0538 

2 Image metadata analysis 4.7224 

3 Steganography detection 12.6498 

 Average 5.8087 

3.3.2. Accuracy Evaluation with Confusion Matrix Metric 

The accuracy of the chatbot model was evaluated using confusion matrix and calculated using 

Precision (1), Recall (2), and F1-Score (3) metrics. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
=

375

375+74
=

375

449
= 0.8352 × 100% = 83.52% (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
=

375

375+51
=

375

426
= 0.8803 × 100% = 88.03%  (2) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ×0.8352 ×0.8803

0.8352+0.8803
=

1.4716

1.7155
= 0.8581 × 100% = 85.81% (3) 

Evaluation of the chatbot's performance in detecting digital entities was conducted using a 

confusion matrix involving three main metrics, namely Precision, Recall, and F1-Score. Based on the 

results of combining data from all types of digital evidence, 375 data were classified as True Positive 

(TP), 74 as False Positive (FP), and 51 as False Negative (FN). 

The Precision value of 83.52% indicates that most of the entities recognized by the chatbot are 

indeed the correct entities. Furthermore, the Recall value reaches 88.03%, indicating that the chatbot is 

able to recognize most of the entities that actually exist in the data. To get a balanced picture of overall 

performance between Precision and Recall, the F1-Score metric is used. The F1-Score value obtained is 

85.81%, which indicates that the system has a fairly stable and reliable detection performance in 

analyzing various types of digital evidence. 

In general, these three metrics show that the chatbot has a good ability to perform digital entity 

classification with a relatively low error rate. This evaluation provides a strong basis for measuring the 

effectiveness of chatbots in the context of digital forensic investigations. 

Figure 7 displays the overall performance of the Named Entity Recognition (NER) model 

integrated in the digital forensic chatbot after testing five types of digital evidence, namely system logs, 

ham emails, spam emails, image metadata (EXIF), and image steganography. The confusion matrix is 

compiled based on the aggregation of True Positive (TP), False Positive (FP), and False Negative (FN) 

values from each type of evidence tested, thus providing a comprehensive representation of the model's 

ability to detect digital entities accurately and consistently. 

 

 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.3.4593


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 3, Juni 2025, Page. 1203-1216 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.3.4593 

 

 

1213 

 
Figure 7. Confusion Matrix - All Digital Evidence Types Combined 

 

True Positive (TP) in this context represents the number of entities or evidences that are correctly 

identified by the system, according to the predefined labels or ground truth. Conversely, False Positive 

(FP) indicates the number of entities that should not have been detected but were mistakenly recognized 

by the model as important entities. The False Negative (FN) indicates the number of important entities 

that the model failed to recognize despite actually existing in the data. These three parameters become 

the main components in forming evaluation metrics such as Precision, Recall, and F1-Score. 

 

Table 6. Combined Evaluation of All Types of Digital Evidence Based on Confusion Matrix 

No. Command Type Average 

1 True Positive 375 

2 False Positive 74 

3 False Negative 51 

4 Precision (%) 83.52 

5 Recall (%) 88.03 

6 F1-Score (%) 85.71 

 

Based on the combined results of all tests in table 6, a total of 375 True Positive, 74 False Positive, 

and 51 False Negative were obtained. From these values, the overall Precision of the model is 83.52%, 

indicating that most of the entities recognized by the chatbot are indeed true. Recall reached 88.03%, 

indicating that the model was able to capture most of the entities that were indeed present in the data. 

The F1-Score value, which represents the harmonization between Precision and Recall, was recorded at 

85.71%. These values indicate that the system has a high level of accuracy and is quite balanced between 

the ability to detect entities and minimize classification errors. 

Thus, the confusion matrix visualization not only serves as a tool to understand the distribution 

of the model's classification results, but also serves as strong evidence that the developed digital 

forensics chatbot has a performance worthy of being used in real investigation scenarios. The model is 

able to reliably identify digital evidence from a variety of data types, making it a potential tool in digital 

forensics processes that require high speed and accuracy. 

NER performance varies depending on the structure and consistency of the evidence type. 

Structured formats like system logs and EXIF metadata allow more accurate extraction, leading to higher 

F1-scores. Ham emails also perform well due to formal language, while spam emails show lower 

precision due to obfuscated or irregular text. These differences highlight how evidence format affects 

entity recognition accuracy in forensic analysis. 
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4. DISCUSSIONS 

This research shows that the developed digital forensics chatbot is able to identify important 

entities in various types of digital evidence with a fairly high performance, shown through an average 

Precision of 83.52%, Recall 88.03%, and F1-Score 85.71%. The high Recall value indicates the chatbot's 

ability to detect most of the relevant entities, which is an important aspect in the context of digital 

forensic investigations where missing critical information can impact the investigation process. 

When compared to the research of K. Y. Sreeram and Kajal Bansal (2024) in the paper 

"Algorithmic Chat Monitoring for Mitigating Crime in Telegram: A Multi-Pronged Approach to 

Prevention and Forensics," their approach has similarities in terms of objectives, namely to assist in 

crime investigation and prevention through automatic digital data analysis. However, their focus is more 

on monitoring public conversations on Telegram and developing special algorithms to monitor and 

analyze conversation content in criminal groups such as detecting crime patterns based on historical data 

from Telegram groups and proposing prevention algorithms. While this study focuses on the 

development of an interactive chatbot-based system that can analyze and respond to evidence data in 

real-time, the approach used is broader because it is not limited to the Telegram platform alone, but 

includes various types of electronic evidence such as system logs, emails, image metadata, and images 

containing steganography. Thus, the contribution of this study lies in the integration of NLP, Named 

Entity Recognition (NER), and digital forensic analysis capabilities into a single chatbot interface that 

is practical for use by investigators or cybersecurity analysts. The use of DeepSeek LLM and Named 

Entity Recognition (NER) in this work enables a broader application, particularly in assisting 

investigators during evidence triage and contextual entity extraction. 

In practical terms, this chatbot system has the potential to be deployed within law enforcement 

agencies or cybersecurity units as a decision-support tool. For instance, investigators can upload suspect 

emails or logs and immediately receive entity highlights, classification suggestions, and metadata 

summaries, streamlining the early phase of digital investigations. 

Nonetheless, several limitations remain. The NER model showed lower precision in spam email 

analysis, suggesting a higher rate of false positives, likely caused by informal or obfuscated language. 

Additionally, the model may exhibit biases depending on the diversity and balance of training data, 

especially for image steganography or multilingual evidence. Current system responses are also limited 

to predefined entity types, which may not cover novel or evolving cybercrime indicators. 

For future development, the chatbot could be enhanced through integration with threat 

intelligence platforms to enrich its analysis with contextual threat data. Another direction is improving 

model adaptability through continual learning and fine-tuning on updated forensic datasets to handle 

more complex and adversarial evidence formats. 

5. CONCLUSION 

This study successfully developed a digital forensic chatbot based on DeepSeek Large Language 

Model (LLM) and Named Entity Recognition (NER), capable of analyzing various types of electronic 

evidence, including system logs, emails, and image-based data such as metadata and steganography. By 

integrating Named Entity Recognition (NER), log analysis, and image forensics techniques such as Error 

Level Analysis (ELA) and Least Significant Bit (LSB), the chatbot performs well in detecting important 

entities and hidden information relevant to cybercrime investigations. 

Test results show that the chatbot achieved an overall F1-Score value of 85.71%, with a Precision 

of 83.52% and a Recall of 88.03%. These values indicate that the system is quite reliable in recognizing 

valid digital artifacts, while being able to minimize detection errors. The chatbot's ability to operate via 

the Telegram platform also makes it an easily accessible tool for investigators in real-time situations, 

thus providing significant support in the early stages of forensic analysis. 
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These results also confirm the potential of integration between LLM-based natural language 

processing and multimodal digital evidence analysis as a new approach to investigative process 

automation. However, limitations of this study include the reliance on domain-specific datasets and the 

exclusive use of the Telegram interface, which may constrain generalizability and integration with other 

forensic platforms. Future research may focus on enhancing chatbots with anomaly detection to expand 

their capabilities to handle real-time conversation monitoring, and integration with threat intelligence 

platforms to enrich their analysis with contextual threat data. 
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