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Abstract 

Identifying potential customers for term deposit products remains a challenge in the banking industry due to class 

imbalance in marketing datasets. This study proposes an integrated approach that combines Support Vector 

Machine (SVM) with the Synthetic Minority Oversampling Technique (SMOTE) and hyperparameter tuning via 

GridSearchCV to enhance prediction performance. The dataset comprises 45,211 records containing demographic 

and campaign-related features. Preprocessing steps include categorical encoding, feature scaling, and SMOTE-

based resampling. The optimized SVM model achieves an accuracy of 91% and an AUC of 0.96, outperforming 

the baseline model and demonstrating strong discriminatory ability, particularly for the minority class. This method 

improves the balance between precision and recall while reducing bias toward the majority class. The findings 

confirm the effectiveness of combining SMOTE and SVM for imbalanced classification tasks in the financial 

domain. These results contribute to the advancement of applied machine learning in informatics, particularly in 

developing robust decision support systems for data-driven banking strategies. Future work may extend this 

approach to diverse datasets and explore advanced resampling or ensemble techniques to improve model 

generalization.  

 

Keywords : Bank marketing, hyperparameter tuning, imbalanced classification, SMOTE, Support Vector 

Machine. 

 

 

This work is an open access article and licensed under a Creative Commons Attribution-Non Commercial 

4.0 International License 

  

 

1. INTRODUCTION 

The banking industry is rapidly evolving toward data-centric strategies to optimize customer 

targeting and drive long-term deposit subscriptions [1], [2]. The effectiveness of such initiatives depends 

not only on the attractiveness of financial offerings but also on the ability to accurately identify high-

potential customers [3], [4]. Leveraging comprehensive customer data—ranging from demographics 

and transaction behavior to historical campaign responses—banks are increasingly employing predictive 

models to refine their targeting approaches [5]. 

A persistent challenge in this context is the presence of class imbalance, where the number of 

customers accepting deposit offers is considerably smaller than those rejecting them [6], [7]. This 

imbalance can compromise the performance of classification models, often biasing them toward the 

dominant class and reducing their ability to detect prospective depositors [8]. 
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Support Vector Machine (SVM) is a widely used classification method known for its capability to 

model complex, non-linear relationships and maintain generalization across large datasets [9],[10]. 

Nevertheless, SVM's performance tends to deteriorate in the face of imbalanced datasets, which is 

common in bank marketing data. To address this, the Synthetic Minority Oversampling Technique 

(SMOTE) is often applied to generate synthetic examples of the minority class, helping the model better 

distinguish deposit subscribers from non-subscribers [11], [12]. 

Several studies have explored machine learning techniques to enhance prediction in banking 

campaigns. Moro et al. [13] found that neural networks outperformed other models with an AUC of 0.80 

and an ALIFT of 0.67, successfully identifying 79% of potential customers while contacting only 50% 

of clients. Choi [14] implemented decision tree models, achieving 78.4% accuracy with campaign 

success prediction rates of 82.61% and 75.63% for unsuccessful campaigns. Peter et al. [15] applied 

ensemble learning techniques—bagging, boosting, and stacking—and reported that stacking achieved 

the highest performance with 91.88% accuracy and a ROC-AUC score of 0.9491. Despite these 

advances, challenges related to class imbalance and model optimization remain prevalent in the field. 

This study differs from previous research by systematically combining SVM with SMOTE and 

hyperparameter tuning using GridSearchCV to improve the prediction of term deposit subscriptions in 

bank marketing campaigns.While earlier studies applied these methods in isolation, this research 

integrates them into a unified pipeline and evaluates their combined impact on minority class prediction. 

The objective of this study is to enhance predictive performance—particularly recall and F1-score 

for deposit customer identification—through the application of SMOTE-enhanced SVM with optimized 

hyperparameters. This approach supports more equitable and data-driven decision-making in the 

financial sector, particularly in designing targeted marketing strategies. 

2. METHOD 

This study employs a four-stage methodology to predict term deposit subscriptions using machine 

learning. The process includes dataset preparation, data preprocessing, model building, and evaluation. 

SMOTE is applied to address class imbalance, while GridSearchCV is used to optimize SVM with an 

RBF kernel. Figure 1 illustrates the complete methodological workflow. 

 
Figure 1. Workflow of the Proposed SVM-SMOTE Classification Pipeline. 

Figure 1 presents a visual breakdown of the methodological pipeline. In the dataset preparation 

stage, a bank marketing dataset is utilized containing demographic and campaign-related attributes. The 
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preprocessing phase includes label encoding, feature scaling, and SMOTE resampling to balance the 

target classes. The model building phase applies an RBF-kernel SVM, with optimal hyperparameters 

selected via GridSearchCV. In the final stage, evaluation metrics such as confusion matrix, ROC-AUC, 

and precision-recall curves are used to assess performance and robustness. 

2.1. Dataset 

This study utilizes the Bank Marketing Dataset from the UCI Machine Learning Repository, which 

contains 45,211 records collected from telemarketing campaigns conducted by a Portuguese bank. The 

dataset aims to predict whether a client subscribes to a term deposit product, using 16 input features that 

represent a combination of demographic characteristics and campaign-specific information. These 

include age, occupation, marital status, education level, credit default history, housing and personal loan 

status, contact type, month of last contact, number of contacts during the campaign, and outcomes of 

previous interactions. Several numerical features such as account balance, number of days since last 

contact (pdays), and number of previous contacts (previous) are also included. 

The target variable is binary, indicating whether the client subscribed to a term deposit (yes = 1, no 

= 0). To prevent data leakage, the duration attribute was excluded prior to modeling. Categorical features 

were transformed using label encoding, and numerical features were standardized using the 

StandardScaler method. The dataset contains no missing values, making it suitable for direct processing 

and model training. Given its popularity, the dataset is widely recognized as a benchmark in evaluating 

classification models for imbalanced financial data [13], [16]. 

2.2. Data Preprocessing 

To prepare the dataset for machine learning, several preprocessing steps were conducted to enhance 

model performance and data consistency [17], [18]. First, the duration attribute was removed, as it is 

highly correlated with the target and may lead to data leakage if retained during training. Next, all 

categorical features, including job, marital status, education, default, housing, loan, contact type, month, 

and outcome of previous campaigns, were converted into numerical representations using label 

encoding. This transformation was necessary to allow compatibility with algorithms such as SVM that 

require numerical input. 

The numerical attributes—specifically age, balance, campaign, pdays, and previous—were 

standardized using the StandardScaler method to achieve zero mean and unit variance. Standardization 

is essential in algorithms like SVM, which are sensitive to the scale of input features, particularly when 

using RBF kernels. 

To address the issue of class imbalance in the target variable, the Synthetic Minority Oversampling 

Technique (SMOTE) was applied. SMOTE generates synthetic samples for the minority class, thereby 

creating a more balanced distribution and allowing the model to better learn distinguishing patterns from 

both classes [19], [20]. Finally, the data was split into training (80%) and testing (20%) sets using 

stratified sampling. This ensures that both subsets maintain the original class proportions, thus 

supporting robust and fair evaluation during testing [21]. 

2.3. Model Building 

This study employs the SVM algorithm to predict customer subscription to term deposit products. 

SVM is selected due to its strong capability in handling high-dimensional data and its flexibility in 

modeling both linear and non-linear decision boundaries [22], [23]. The radial basis function (RBF) 

kernel is used to capture non-linear patterns commonly found in customer behavior. In marketing 

datasets, such patterns may include interactions between age, previous contact outcomes, and campaign 

duration. 

https://jutif.if.unsoed.ac.id/
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To enhance model performance, hyperparameter tuning is conducted using GridSearchCV. The 

tuning process explores combinations of the regularization parameter (C) and kernel coefficient (γ), 

which influence the model’s margin and complexity. The parameter search is limited to the RBF kernel, 

as specified in the pipeline, to maintain focus on non-linear modeling and reduce computational 

overhead. 

The model selection is based on 5-fold cross-validation accuracy during the tuning phase, ensuring 

robustness and generalization to unseen data [24], [25], [26]. Evaluation metrics such as precision, 

recall, and AUC are also monitored to avoid overfitting. The final SVM model, trained on the optimized 

hyperparameters, is used for both baseline evaluation and comparison with the SMOTE-enhanced 

version[27]. 

2.4. Model Evaluation 

To assess the performance of the SVM classifier, this study adopts a multi-metric evaluation 

approach aligned with the challenges of imbalanced data. First, a confusion matrix is constructed to 

summarize the number of correct and incorrect predictions across both classes, providing insight into 

true positives, true negatives, false positives, and false negatives. From this, key classification metrics 

are derived, including accuracy, precision, recall, and F1-score [28], [29]. 

To evaluate the model’s discriminative power across different classification thresholds, the 

Receiver Operating Characteristic (ROC) curve is plotted, along with the Area Under the Curve (AUC) 

metric. A higher AUC value indicates stronger capability in distinguishing between the two classes [30], 

[31]. Additionally, a Precision-Recall (PR) curve is used to analyze performance in detecting minority 

class instances, which is particularly important in imbalanced classification tasks [32], [33]. 

Model evaluation also includes a 3-fold cross-validation during hyperparameter tuning via 

GridSearchCV, ensuring consistent performance across different subsets of data. Finally, baseline 

results from the original SVM model are compared with the SMOTE-enhanced version to highlight 

improvements achieved through class balancing. This comprehensive evaluation strategy ensures the 

model’s robustness and practical applicability in real-world banking scenarios. 

To ensure reproducibility and clarity of the evaluation process, this study explicitly presents the 

mathematical definitions of the classification metrics used. These include precision, recall, and F1-score, 

which are derived from the confusion matrix components: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

Where: 

TP (True Positives): Number of correctly predicted positive cases 

FP (False Positives): Number of incorrectly predicted positive cases 

TN (True Negatives): Number of correctly predicted negative cases 

FN (False Negatives): Number of incorrectly predicted negative cases 
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These metrics provide a balanced view of model performance, especially under class imbalance. 

Additionally, the area under the ROC curve (AUC) is used to evaluate the model’s overall discriminatory 

power between the classes [34]. 

3. RESULT AND DISCUSIONS 

This section presents the implementation and performance evaluation of a classification model for 

predicting customer subscriptions to term deposit products. The proposed approach integrates SVM with 

SMOTE oversampling and hyperparameter tuning via GridSearchCV to address class imbalance and 

improve predictive reliability. 

Model validation employed multiple metrics, including cross-validation accuracy, confusion 

matrix, ROC-AUC, and the precision-recall curve, offering a comprehensive view of model behavior in 

imbalanced classification. 

Baseline testing used an SVM model without resampling as a reference. SMOTE was then applied 

to balance the data, followed by hyperparameter tuning for optimal performance. The enhancements 

were assessed using the aforementioned metrics.These improvements support more accurate and fair 

predictions, highlighting the model’s practical value in real-world banking scenarios for enhancing 

customer targeting strategies. 

3.1. Results of the Support Vector Machine Model 

This section presents a comparative analysis of the baseline SVM model and the enhanced SVM 

model with SMOTE for predicting term deposit subscriptions. The evaluation focuses on key 

classification metrics: precision, recall, F1-score, and overall accuracy, as summarized in Table 1, along 

with their implications for identifying prospective banking customers more effectively. 

 

Table 1. Performance Comparison of Baseline SVM and SVM+SMOTE 

Model Class Precision Recall F1-Score Support 

Baseline 0 0.89 0.99 0.94 801 

1 0.17 0.01 0.02 104 

Accuracy 
  

0.8807 905 

Macro Avg 0.53 0.50 0.48 905 

Weighted Avg 0.80 0.88 0.83 905 
 

SVM+SMOTE 0 0.96 0.87 0.91 801 

1 0.88 0.96 0.92 799 

Accuracy 
  

0.9138 1600 

Macro Avg 0.92 0.91 0.91 1600 

Weighted Avg 0.92 0.91 0.91 1600 

 

The baseline SVM model, trained on the original imbalanced dataset, achieved 88.07% accuracy. 

While class 0 performance was strong (precision 0.89, recall 0.99), the model failed to detect the 

minority class (class 1), with recall of only 0.01 and F1-score of 0.02. This reflects a strong bias toward 

the majority class, making it unsuitable for practical use where identifying minority cases is critical. 

In contrast, the SVM+SMOTE model—enhanced through synthetic oversampling and 

hyperparameter tuning (C=10, γ=0.1, RBF kernel)—achieved higher accuracy at 91.38%. Class 1 

metrics improved significantly (precision 0.88, recall 0.96, F1-score 0.92), while class 0 remained robust 

with an F1-score of 0.91. Macro and weighted averages above 0.91 indicate balanced performance 

across classes. 

https://jutif.if.unsoed.ac.id/


Jurnal Teknik Informatika (JUTIF)   Vol. 6, No. 3, Juni 2025, Page. 1267-1278 

P-ISSN: 2723-3863   https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871   DOI: https://doi.org/10.52436/1.jutif.2025.6.3.4585 

 

 

1272 

These results affirm that integrating SMOTE mitigates imbalance effectively and enhances SVM 

generalization. This improvement underscores the value of resampling and tuning strategies in building 

reliable predictive models for financial decision-making. 

3.2. Model Evaluation Results 

To assess the robustness and generalization capability of the SVM model combined with SMOTE, 

a five-fold cross-validation strategy was implemented. This approach ensures that the model's 

performance is not dependent on a specific data split, thereby minimizing overfitting risks and 

promoting model stability. Table 2 summarizes the accuracy scores obtained across the five validation 

folds. 

Table 2. Cross-Validation Scores of SVM + SMOTE Model 

Fold Accuracy Score 

1 0.8869 

2 0.9238 

3 0.9231 

4 0.9363 

5 0.9288 

Mean 0.9198 

 

As shown in Table 2, the cross-validation scores demonstrate high consistency, ranging from 

0.8869 to 0.9363. The average accuracy across folds is 0.9198, indicating reliable predictive capability 

and suggesting that the model maintains its effectiveness across diverse subsets of the dataset. These 

results validate the model's suitability for deployment in real-world scenarios where data variability is 

inevitable. 

Following the cross-validation assessment, confusion matrices were used to further examine the 

classification outcomes of both the baseline SVM and the SMOTE-enhanced SVM models. As 

illustrated in Figure 2, these matrices provide a detailed breakdown of correct and incorrect predictions, 

offering insight into each model’s capacity to distinguish between deposit subscribers (positive class) 

and non-subscribers (negative class). The comparison serves to highlight how SMOTE influences class 

balance in the prediction process. 

 
Figure 2. Confusion Matrices: Baseline SVM vs. SVM + SMOTE 

Figure 2 shows the confusion matrices for both the baseline SVM and the SMOTE-enhanced SVM. 

In the baseline setting, the model correctly identified 796 of 801 non-subscribers (true negatives) but 

https://jutif.if.unsoed.ac.id/
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misclassified 103 of 104 actual subscribers—yielding only one true positive. This indicates a strong bias 

toward the majority class and poor sensitivity for detecting positives. 

Conversely, the SVM+SMOTE model achieved a better balance, correctly predicting 768 of 799 

positive cases and 694 of 801 negative cases, though with 107 false positives. Despite this trade-off, 

recall for the minority class improved significantly while precision for the majority class remained high. 

This shift confirms SMOTE’s role in enhancing recognition of minority class instances and addressing 

class imbalance. 

To further assess classification performance, the Receiver Operating Characteristic (ROC) curve 

was plotted for both models. As shown in Figure 3, the ROC curve illustrates the trade-off between true 

positive rate and false positive rate. The area under the curve (AUC) reflects the model’s overall ability 

to differentiate between subscribers and non-subscribers. 

 
Figure 3. ROC Curve Comparison Between Baseline SVM and SVM with SMOTE 

 

As shown in Figure 3, the baseline SVM model achieved an AUC of 0.66, indicating weak 

discriminatory power that closely approaches the performance of a random classifier. This result 

highlights the model’s difficulty in accurately identifying positive instances due to class imbalance. In 

contrast, the SVM model trained with SMOTE demonstrated a substantial improvement, achieving an 

AUC of 0.96. The steep rise in the curve near the top-left corner reflects the model's strong sensitivity 

and low false positive rate. These findings affirm the effectiveness of SMOTE in enhancing the model’s 

ability to distinguish between classes and support the model’s suitability for real-world banking 

scenarios with imbalanced data distributions. 

In addition to ROC analysis, the Precision-Recall (PR) curve was employed to evaluate the model's 

performance in detecting minority class instances, which is especially important in imbalanced datasets. 

While ROC curves can sometimes present optimistic views in imbalanced settings, the PR curve 

provides a more informative representation by focusing on the model’s precision and recall trade-off 

across thresholds. Figure 4 presents the PR curves for both the baseline SVM and the SMOTE-enhanced 

SVM model. 

https://jutif.if.unsoed.ac.id/
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Figure 4. Precision-Recall Curve Comparison Between Baseline SVM and SVM with SMOTE 

 

As shown in Figure 4, the baseline SVM exhibited a poor precision-recall balance, with a PR AUC 

of only 0.06. This suggests a severe inability to correctly identify positive cases, consistent with its low 

recall and high false-negative rate. In contrast, the SVM model trained with SMOTE achieved a 

substantially higher PR AUC of 0.74, reflecting a more favorable balance between precision and recall. 

This improvement confirms that SMOTE plays a critical role in mitigating class imbalance by enhancing 

the model’s sensitivity to minority class instances without sacrificing predictive precision. These results 

further validate the robustness of the optimized SVM model for real-world banking scenarios where 

class distribution is often skewed. 

3.3. Discussions  

The integration of SVM with SMOTE and hyperparameter tuning significantly mitigated the issue 

of class imbalance, as evidenced by the achieved recall of 0.96 for the minority class (deposit 

subscribers). This high recall is crucial in reducing missed opportunities in targeted financial campaigns. 

Furthermore, the precision for the majority class (non-subscribers) reached 0.96, contributing to 

operational efficiency by minimizing false positive targeting. Balanced F1-scores and an overall AUC 

of 0.96 confirm the model’s strong discriminatory power and robustness. 

In comparison to prior research, Moro et al. achieved an AUC of 0.80 using neural networks, while 

Peter et al. reported 91.88% accuracy and a ROC-AUC of 0.9491 using stacking ensemble models. This 

study surpasses those benchmarks by combining optimized SVM with SMOTE in a streamlined 

pipeline, resulting in improved class-separation capacity and generalization on real-world, highly 

imbalanced financial data. 

These findings enrich the domain of applied machine learning in informatics, particularly in the 

development of intelligent decision-support systems for financial services. The approach demonstrates 

how algorithmic tuning and data rebalancing techniques can be integrated effectively to handle 

asymmetric datasets. 

Nonetheless, some limitations remain. The reliance on synthetic data generation may introduce bias 

if not carefully managed. Future research should investigate ensemble-based SVM variants, such as 

Boosted-SVM, or integrate hybrid resampling strategies (e.g., SMOTE-ENN) to further enhance model 

robustness and validate performance across different banking datasets or related domains such as fraud 

detection and customer churn. 

https://jutif.if.unsoed.ac.id/
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4. CONCLUSION 

This study demonstrates that integrating SVM with SMOTE and hyperparameter tuning via 

GridSearchCV effectively addresses class imbalance in bank marketing data. Achieving 91% accuracy 

and an AUC of 0.96, the model shows strong capability in identifying deposit subscribers from the 

minority class, outperforming prior approaches and improving recall while minimizing bias toward the 

majority class. This research contributes to the field of Informatics by offering a scalable framework for 

intelligent decision support systems in financial applications, particularly in imbalanced learning 

scenarios. Future research may extend this approach to other financial tasks such as fraud detection or 

churn prediction, while exploring ensemble variants like Boosted-SVM and cost-sensitive learning to 

enhance robustness and practical relevance. 
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