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Abstract 

Waste management remains a significant challenge, particularly in developing countries. To address this issue, 

artificial intelligence can be leveraged to develop a waste image classifier that facilitates automatic waste sorting. 

Previous studies have explored the use of Convolutional Neural Networks (CNNs) for waste image classification. 

However, CNNs typically require a large number of parameters, leading to increased computational time. For 

practical applications, a waste image classifier must not only achieve high accuracy but also operate efficiently. 

Therefore, this study aims to develop an accurate and computationally efficient waste image classification model 

using EfficientNet-B0. EfficientNet-B0 is a CNN architecture designed to achieve high accuracy while maintaining 

an efficient number of parameters. This study utilized the publicly available TrashNet dataset and investigated the 

impact of image augmentation in addressing imbalance data issues. The highest performance was achieved by the 

model trained on the unbalanced dataset with the addition of a Dense(32) layer, a dropout rate of 0.3, and a learning 

rate of 1e-4. This configuration achieved an accuracy of 0.885 and an F1-score of 0.87. These results indicate that 

the inclusion of a Dense(32) layer prior to the output layer consistently improves model performance, whereas image 

augmentation does not yield a significant enhancement. Furthermore, our proposed model achieved the highest 

accuracy while maintaining a significantly lower number of parameters compared to other CNN architectures with 

comparable accuracy, such as ResNet-50 and Xception. The resulting waste classification model can then be further 

implemented to build an automatic waste sorter. 
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1. INTRODUCTION 

Waste management remains a significant challenge, particularly in developing countries. 

Population growth and industrial sector expansion contribute to the increasing volume of waste 

generation. This trend aligns with shifts in consumption patterns and lifestyles [1]. In 2020, the generated 

municipal solid waste globally exceeded two billion tonnes, and this figure is projected to rise to 3.8 

billion tonnes by 2025. A proper and integrated waste management strategy is strongly needed to 

minimize the risk of uncontrolled waste to the planetary crisis, including climate changes, biodiversity 

loss, and pollution [2]. 

Municipal waste management consists of upstream actions to minimize waste generation and 

downstream actions to mitigate its environmental impact. Among downstream strategies, waste 

recycling plays a crucial role in increasing waste value as a resource, preventing environmental leakage, 

and reducing pollution. However, recycling rates vary significantly across countries and regions, with 

high-income nations achieving rates above 50%, while some regions recycle less than 5%. Waste sorting 

is essential to support recycling efforts. This process aims to categorize and separate waste based on 

type, quantity, and characteristics [2]. 

The development of artificial intelligence technology, especially machine learning, can be utilized 

to build a model that is capable of sorting waste automatically by using classification algorithm [3]. 
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Several studies related to waste image classification have been carried out. Generally, there are two 

approaches to perform image classification. The first approach applies manual features extraction 

followed by conventional machine learning classification algorithm. Khadijah et al. [4] performed solid 

waste image classification by using combined features from color, shape, and texture of images followed 

by SVM as classification algorithm. To prepare the image for feature extraction, PSPNet segmentation 

was applied. This research reached the best classification accuracy of 76.49%. 

The second approach applies deep learning method which do not need to extract features 

manually. Convolutional Neural Network (CNN) is recognized as a popular deep learning method and 

is proven to provide good performance, especially for image classification in various domains [5], [6], 

[7]. CNN is able to overcome the difficulties in manual feature extraction. CNN carries out automatic 

feature extraction as well as the prediction process. Automatic feature extraction in CNN is performed 

by the convolution layer at the beginning of the network before fully-connected layers which is 

responsible for image label prediction [8].  

Several previous studies have also implemented CNN for waste image classification. Sidharth et 

al. [9] applied CNN with six layers and was able to achieve the best accuracy of 76.19. Altikat et al. [10] 

achieved an accuracy of 70% by employing a five-layer convolutional neural network (CNN) to classify 

four categories of waste. Faria et al. [11] also compared several types of CNN architectures to classify 

four categories of waste images. Their study demonstrated that the VGG-16 architecture achieved the 

highest accuracy of 88.42%, compared to VGG-19, Inception-V3, and ResNet-50. Gaurav et al. [12] 

also employed the VGG-16 architecture as a feature extractor, followed by a Random Forest classifier, 

to classify six categories of garbage images, achieving an accuracy of 85%. Similarly, Gyawali et al. 

[13] carried out classification of trash images by comparing several CNN architectures. The results show 

that the ResNet-18 was able to achieve the best accuracy of 87.8% compared to other architectures. 

Adedeji & Wang [14] achieved the best accuracy of 87% in Trashnet dataset classification by utilizing 

pretrained ResNet-50 as a feature extractor and the SVM as a classifier. Rismiyati et al. [15] conducted 

garbage classification using the TrashNet dataset and demonstrated that the Xception architecture 

outperformed both VGG-16 and ResNet-50. Another study related to waste classification using the 

TrashNet dataset was conducted by Fan et al. [16], who employed a deep learning model known as 

LMNet (Lightweight Multiscale CNN). The proposed LMNet achieved the highest accuracy of 85.45%, 

outperforming AlexNet, VGG-11, MobileNet, and LeNet-5, respectively. 

The implementation of deep learning method for waste image classification in the previous studies 

is able to enhance the accuracy of the resulting models compared to conventional machine learning 

method. However deep learning suffers from the large number of model parameters. For instance, the 

VGG-16 and ResNet-50 models involve a large number of parameters, exceeding 138 million and 25 

million, respectively, which leads to increased computational time. In practice, a waste classification 

model designed for general public use must demonstrate not only high accuracy but also ability to 

operate with low computational time. 

Tan & Le proposed a specialized type of CNN, namely EfficientNet, which is not only intended 

to achieve good performance in prediction, but also an efficient model. An efficient model is 

characterized by a reduced number of network parameters, leading to lower computational time. This 

efficiency is achieved by uniformly scaling the depth, width, and resolution within the EfficientNet 

architecture. These three dimensions are related to each other; for instance, when the resolution size 

increases, a wider filter size can be used for convolution operations. In contrast, other CNN architectures 

scale these dimensions independently, often resulting in less efficient architectures and suboptimal 

model performance [17].  

Baik et al. confirmed that EfficientNet outperforms other architectures, such as Inception-ResNet-

V2, in image classification tasks [18]. EfficientNet-B0 also achieves high accuracy with fewer 
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parameters compared to ResNet-50 and Inception-V3 in masked face image classification [19]. The 

implementation of EfficientNet for leaf plant diseases is also able to achieve higher accuracy than 

ResNet and AlexNet and competitive accuracy with VGG16 and Inception-V3 [20]. In medical image 

classification, EfficientNet outperformed other benchmark CNN architectures, including ResNet50 and 

MobileNet [21]. Chung et al. demonstrated that the EfficientNet-B5 model significantly outperformed 

ResNet152 and VGG19 in classifying knee MRI images [22]. The previous studies highlight the success 

of EfficientNet in achieving better performance compared to other CNN architectures. 

In addition to the classification algorithm, the used training data affect the performance of the 

classification model. When the model is trained using imbalance dataset, usually the performance of 

model for predicting data from the minority class is also poor [23]. However, Batista argued that the 

performance of model was not systematically affected by the problem of imbalance datasets [24]. 

Therefore, this research performed the experiment using the original unbalanced dataset and augmented 

balanced dataset. To deal with the imbalanced data problem, image augmentation was utilized since the 

dataset is in the form of image. Image augmentation is cost-effective strategies to enrich the image 

dataset which allows the learning algorithm to improve its generalization performance [25].  

This study aims to develop an accurate and computationally efficient waste image classification 

model by utilizing CNN algorithm with the EfficientNet-B0 architecture. The EfficientNet-B0 version 

was chosen because it has the lowest input resolution and the fewest parameters, making it particularly 

suitable for predicting waste images where fast computational time is required during inference. In 

addition, this research also tries to address the imbalance data problem by utilizing image augmentation. 

Therefore, this research compared the model training by using original imbalanced dataset and the 

augmented balanced dataset. It is expected that the resulting classification model can then be 

implemented to support the waste sorting process. 

2. METHOD 

This research utilized a public dataset, namely Trashnet, which contains 2,527 of waste images 

with dimensions of 512 x 384. The image dataset consists of six classes or trash categories, namely 

cardboard (403 images), glass (501 images), paper (594 images), plastic (482 images), metal (410 

images), and trash (137 images) [26]. Figure 1 shows a sample of image in each category.  

 

      
Cardboard Glass Metal Paper Plastic Trash 

Figure 1. A Sample Of Image In Each Category 

 

The development of waste image classifier in this research involved several stages as shown in 

Figure 2. First, the images form Trashnet dataset was pre-processed and divided into training and testing 

data. The number of images in the Trashnet dataset varies for each category. Therefore, this research 

carried out two main scenarios. In the first scenario, model training was carried out using original trash 

images from Trashnet with the unbalanced data distribution as shown in Figure 2(a), while in the second 

scenario, data augmentation was added on the training data which aims to balance the amount of data in 

each category (balanced data) as shown in Figure 2(b). Subsequently, the training data was employed to 

train the model by using EfficientNet-B0 algorithm. The trained model was tested by using the testing 

data. The testing process output a predicted class label of input image which is compared to the actual 

class using certain metrics to obtain a measure of model performance. 
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(a) (b) 

Figure 2. Stages In The Waste Image Classification (A) Unbalanced Data Scenario; (B) Balanced Data 

Scenario 

2.1. Data Pre-processing and Data Division 

Each image of Trashnet dataset was resized according to the size required by EfficientNet-B0 

architecture, as implemented in this study. The input image size on the EfficientNet-B0 architecture is 

224 x 224 pixel. Therefore, each image of Trashnet dataset was resized to 224 x 224 pixel. Subsequently, 

the data was divided into training data and testing data with a ratio of 80%:20%. Data division was 

carried out randomly while maintaining the original ratio of data in each class. The training data was 

used to train the model, while the testing data was used to evaluate the resulting trained model [27]. 

2.2. Image Augmentation 

Image augmentation aims to increase the number of images by creating new images from the 

original images through several digital image processing techniques. In this research, image 

augmentation was utilized to equalize or balance the number of trash image samples in each category. 

This image augmentation is only applied in the second scenario (balanced data). Image augmentation is 

applied only to training data so that during the training process the model gets an equivalent learning 

experience in each class [28]. Image augmentation carried out in this research including: 1) random 

rotation with a maximum degree of 20 degrees; 2) random width shift with a maximum stretch to the 

right and left 20% of the image size; 3) random height shift with maximum range up and down by 20% 

of the image size; 4) random shear with the maximum perception angle shifted by 20% of image size; 

5) random zoom with a maximum image enlargement of 20% of the image; 6) horizontal flip. 

2.3. Model Training with EfficientNet-B0 

The model for classifying waste images in this research was built using the CNN algorithm with 

the EfficientNet-B0 architecture. CNN organizes input data in the form of a three-dimensional tensor 

that describes width, height, and depth. The main contribution of CNN lies in its ability to perform 

feature extraction automatically from the input tensor. In general, CNN is composed of several types of 

layers, namely convolutional layers, pooling layers, and fully-connected layers [8]. The convolutional 

layer is responsible for extracting important feature map from an input image. The convolution operation 

uses a filter or kernel matrix for feature extraction. Subsequently, the resulting feature map is passed 

through a pooling layer, which reduces its dimensions while preserving important information [29]. The 
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output from the pooling operation is flattened and forwarded to the fully-connected layer. The last fully-

connected layer is responsible for predicting the class label [30].  

CNN architectures generally vary in depth (number of filters), width (size of kernel), and 

resolution (size of input). These three parameters influence each other, for example, when the resolution 

size increases, a wider filter size can be used for convolution operations. Tan & Le [17] proposed an 

EfficientNet architecture that performs uniform scaling of depth (𝑑), width (𝑤), and resolution (𝑟). This 

uniformity can be achieved by scaling each of these dimensions with compound scaling coefficient 𝜙 

so that 𝑑 = 𝛼𝜙, 𝑤 = 𝛽𝜙, and 𝑟 = 𝛾𝜙 such that 𝛼. 𝛽2. 𝛾2 ≈ 2 and 𝛼 ≥ 1, 𝛽 ≥ 1. The parameters 𝛼, 𝛽, 

𝛾 determine how to allocate the magnitude scaling of the depth (𝑑), width (𝑤), and resolution (𝑟) 

network, respectively. The resulting architecture has been proven capable of producing an efficient 

number of network parameters with high accuracy. The most basic version of EfficientNet is 

EfficientNet-B0. The EfficientNet-B0 architecture receives the input of 224x224 pixels and consists of 

9 blocks as shown in Table 1. This network uses kernel size of 3x3 or 5x5 in most of its layers, except 

for the last layers which uses kernel size of 1x1. The number of channels typically increases in deeper 

layers, resulting in a proportional increase in the depth of the output size. The final feature map generated 

by the network has dimensions of 7×7x1280 [17].   

 

Table 1. EfficientNet-B0 Architecture [17] 

Block Operator Kernel Size #Channels #Layers Output Size 

1 Conv 3x3 32 1 224 x 224 x 32 

2 MBConv1 3x3 16 1 112 x 112 x 16 

3 MBConv6 3x3 24 2 112 x 112 x 24 

4 MBConv6 5x5 40 2 56 x56 x 40 

5 MBConv6 3x3 80 3 28 x 28 x 80 

6 MBConv6 5x5 112 3 14 x 14 x 112 

7 MBConv6 5x5 192 4 14 x 14 x 192 

8 MBConv6 3x3 320 1 7 x 7 x 320   

9 Conv & Pooling & FC 1x1 1280 1 7 x 7 x 1280 

 

This research utilized EfficientNet-B0 to build a waste image classification model as shown in 

Figure 3. The model was developed using the pre-trained EfficientNet-B0 on ImageNet dataset (include 

top = false) by adding a flatten layer, a fully-connected layer consisting of 32 units (Dense32), a dropout 

layer, and an output layer consisting of 6 units (Dense6) as the number of classes in the Trashnet dataset. 

Several research experiments in particular scenarios ignored the use of the Dense32 layer. The input 

image size to EfficientNet-B0 is 224x224x3, then the final output from the feature extraction is 

7x7x1280. The output is then flattened so that it becomes a vector of size 62,720 and forwarded to the 

Dense32 layer so that the output becomes a vector of size 32. Dropout layer was added in the training 

process to avoid overfitting by pruning a number of units in the previous layer randomly. Applying a 

dropout layer does not change the output dimensions. Finally, the output was passed to the output layer 

which provides the final output in the form of a vector of size 6. The output layer applied the softmax 

function, so that the value for each unit in the output layer represents the probability value of the input 

image being classified into each class represented by each unit of output layer. 

All experiments in this research were run on Google Colaboratory. The implementation of method 

was written in Python programming language version 3.9.16. Tensorflow 2.9.2 was also utilized to 

construct the deep learning model based on EfficientNet architecture. 
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Figure 3. Network Architecture For Waste Image Classification Using Efficientnet-B0 

2.4. Model Testing 

This stage aims to evaluate performance of the resulting model from the training process by using 

testing data. To evaluate model performance, a confusion matrix was utilized. Confusion matrix is a 

matrix that can explain the performance of the classification model in each class. The matrix has two 

dimensions. The first dimension represents the predicted class label generated by the trained model, 

while the other dimension represents the actual class. From the confusion matrix, various metrics can 

then be calculated such as accuracy, precision, recall, and F1-score. In this study, the metrics reported 

are accuracy and F1-score [31]. 

3. RESULT 

3.1. Data Pre-processing and Data Division 

After the pre-processing, each image in the Trashnet dataset was resized to 224x224. 

Subsequently, the dataset was divided into 80% training data and 20% testing data. Therefore, the ratio 

of training and testing samples in each category are carboard (332:71), glass (400:101), paper (475:119), 

plastic (385:97), metal (328:82), and trash (109:28). 

3.2. Image Augmentation 

Image augmentation was carried out only in training data. The paper class contained the largest 

number of training samples (475 images). Consequently, the number of training samples in other classes 

was augmented to 475 images to achieve a balanced training set across all classes. 

3.3. Model Training 

To identify the best model for classifying trash images, several experimental scenarios were 

designed, as summarized in Table 2. These scenarios were structured based on the dataset type, 

distinguishing between the use of the original (imbalanced) dataset and an augmented (balanced) 

version. For each dataset type, the network architecture was further refined by evaluating the inclusion 

or exclusion of an additional Dense(32) layer after the Flatten layer. Furthermore, in each scenario, 

training was also carried out by tuning some combination of hyperparameter values, namely dropout 

and learning rate. Therefore, each scenario consists of 16 experiments from the combination of dropout 

and learning rate values. In each scenario, training process was carried out using the Adam optimization 

algorithm and a batch size of 16 over a maximum of 50 epochs with early stopping of patience 10. If 

there is no increase in the accuracy value for 10 epochs, the training will be stopped and the best model 

during training will be saved to be tested against the test data. 
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Table 2. Testing Scenarios 

Scenario Dataset Additional Layer Dropout Learning rate 

1 Unbalanced dataset None 0.1, 0.2, 0.3, 0.4 10-1, 10-2, 10-3, 10-4 

2 Unbalanced dataset Dense32 Layer 0.1, 0.2, 0.3, 0.4 10-1, 10-2, 10-3, 10-4 

3 Balanced dataset None 0.1, 0.2, 0.3, 0.4 10-1, 10-2, 10-3, 10-4 

4 Balanced dataset Dense32 Layer 0.1, 0.2, 0.3, 0.4 10-1, 10-2, 10-3, 10-4 

3.4. Model Testing 

Table 3 presents the comparative results of four scenarios in this research experiment as described 

in Table 2. In scenario 1, no linear relationship is observed between the dropout and learning rate values, 

for example when using lower dropout value of 0.1 the best result was achieved when using the higher 

learning rate value of 10-1. Conversely, when using the higher dropout value of 0.3, the best result was 

achieved when using the lower learning value of 10-4. However, it can be seen that most of experiments 

generally provides better accuracy when using the lower learning rate value. The best experiment in this 

scenario was achieved by experiment used dropout value of 0.3, and learning rate value of 10-4 with the 

highest F1-score of 0.85 and the highest accuracy of 0.874. 

 

Table 3. Comparison Results of Each Scenarios for Waste Image Classification 

Dropout 
Learning 

rate 

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

F1-

score 
Acc 

F1-

score 
Acc 

F1-

score 
Acc 

F1-

score 
Acc 

0.1 

0.1 

0.1 

0.1 

10-1 0.84 0.850 0.29 0.358 0.79 0.812 0.20 0.314 

10-2 0.81 0.840 0.58 0.641 0.79 0.816 0.43 0.610 

10-3 0.82 0.842 0.84 0.864 0.78 0.820 0.83 0.874 

10-4 0.83 0.846 0.83 0.856 0.82 0.850 0.84 0.866 

0.2 

0.2 

0.2 

0.2 

10-1 0.79 0.818 0.19 0.312 0.78 0.822 0.12 0.255 

10-2 0.82 0.850 0.37 0.456 0.79 0.814 0.41 0.625 

10-3 0.86 0.868 0.82 0.844 0.80 0.828 0.84 0.860 

10-4 0.84 0.854 0.86 0.872 0.83 0.844 0.84 0.870 

0.3 

0.3 

0.3 

0.3 

10-1 0.83 0.848 0.24 0.346 0.80 0.816 0.18 0.228 

10-2 0.81 0.836 0.39 0.460 0.82 0.836 0.61 0.549 

10-3 0.83 0.852 0.85 0.862 0.85 0.860 0.84 0.830 

10-4 0.85 0.874 0.87 0.885 0.82 0.828 0.87 0.872 

0.4 

0.4 

0.4 

0.4 

10-1 0.80 0.834 0.24 0.316 0.81 0.836 0.17 0.137 

10-2 0.82 0.840 0.36 0.435 0.80 0.822 0.48 0.677 

10-3 0.81 0.870 0.86 0.870 0.85 0.864 0.83 0.864 

10-4 0.82 0.856 0.86 0.879 0.83 0.842 0.85 0.881 

 

The results in scenario 2 indicate that the accuracy and F1-score obtained in each experiment are 

higher when using lower learning rate values. At each variation of dropout value, the F1-score and 

accuracy are higher when using lower learning rate value. When using higher learning rate value, both 

accuracy and F1-score decrease significantly compared to the first scenario. This condition implies that 

when additional Dense32 layer is used, the network need slower update in the learning process by using 

the lower learning rate. The test results for scenario 2 show that experiment with the dropout value of 

0.3, and learning rate value of 10-4 obtained the highest F1-score value of 0.87 and the highest accuracy 

value of 0.885. The addition of an additional layer in the form of the Dense32 layer also contributes to 

the finding hidden features or patterns so that it can increase the accuracy of model. 

The results in scenario 3 indicate that there is no linear relationship between the value of dropout 

and learning rate. The results of experiment vary depend on the combination of dropout and learning 

values. The best results in scenario 3 is able to achieve an F1-score of 0.85 and an accuracy of 0.864 
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when using dropout 0.4 and learning rate 10-3. The best accuracy achieved in this scenario is lower than 

the highest accuracy obtained in Scenario 1 which utilized unbalanced dataset. These results indicate 

that the augmentation has not been able to improve the model’s accuracy. 

In scenario 4, it can be seen that the accuracy and F1-score obtained in each experiment are higher 

when using lower learning rate values. At each variation of dropout value, the F1-score and accuracy 

are higher when using lower learning rate value. Experiments with lower learning rate values show 

significant decrease in the F1-score and accuracy compared to the experiments in scenario 3. This 

condition implies that when additional Dense32 layer is used, the network is suitable to be trained by 

using low learning rate value which allow slower weight updates in the learning process. The best 

experiment in scenario 4 is able to reach F1-score of 0.85 and the accuracy of 0.881 by using dropout 

0.4, and learning rate 10-4. In this case, dropout plays an important role in training the model to prevent 

overfitting, while the addition of the Dense32 layer is responsible to determine the hidden patterns or 

features so that the model may achieve better accuracy. 

 

 
Figure 4. Confusion Matrix Of The Best Model 

 

The prediction performance of the best model in each class is presented by the confusion matrix 

in Figure 4. The confusion matrix shows that most of the predictions made by the model were accurate 

as seen with darker color in the diagonal area compared to the surrounding area of the confusion matrix. 

The highest sensitivity of all class was achieved by paper class, while the lowest sensitivity of all class 

was achieved by the trash class. This can happen because the paper class has the largest number of 

samples, while the plastic class has the smallest number of samples compared to the other classes. In 

addition, it can be seen that the incorrectly predicted images in the cardboard category were mainly 

predicted to class paper. This can be due to the similar shape of cardboard and paper. The incorrectly 

predicted images in the glass category were mainly predicted to plastic, and vice versa. This can happen 

because glass and plastic are both transparent or shiny color. The trash class in this case has the lowest 

true positive value compared to other classes. This could be due to the more varied shapes and colors in 

the sample images in this class compared to other classes. 

4. DISCUSSIONS 

Figure 5 presents comparison of accuracy and f1-score for the best models in each scenario. The 

highest performance is achieved by the model trained on the unbalanced dataset with the addition of a 
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Dense(32) layer, a dropout rate of 0.3, and a learning rate of 1e-4, yielding an accuracy of 0.885 and an 

F1-score of 0.87. These results indicate that incorporating the Dense(32) layer before the output layer 

consistently enhances model performance (F1-score and accuracy) regardless of whether the dataset is 

balanced or unbalanced. The inclusion of this additional hidden layer increases the network's capacity 

to learn more complex patterns from the training data. Interestingly, the use of data augmentation to 

balance the dataset by increasing the number of minority class samples did not lead to improved 

performance. This is evidenced by the comparatively lower accuracy and F1-score obtained from models 

trained on the balanced dataset, with or without the Dense(32) layer. Therefore, it can be concluded that, 

in this study, the addition of the Dense(32) layer has a more significant impact on model performance 

than balancing the dataset through augmentation techniques. 

 

 
Figure 5. Comparison of Accuracy and F1-Score for The Best Models in Each Scenario 

 

The best results in each scenario are also generally achieved when using higher dropout values 

and lower learning rate value. This implies that the use of dropout is able to minimize the risk of 

overfitting by deactivating a number of neurons randomly with the aim that each neuron has the same 

learning opportunity. In this case, the use of lower learning rate values also plays a good role. The low 

learning rate value allows the network to learn slowly by updating the weights of network with smaller 

values in the model training, so that network performance is more stable and able to achieve learning 

convergence. 

The comparison of accuracy and the number of model parameters between EfficientNet-B0, as 

implemented in this study, and other CNN architectures from previous studies is presented in Table 4. 

All of these studies were conducted by using Trashnet dataset. In terms of accuracy, the EfficientNet-

B0 model achieved the highest accuracy of 0.885, followed by Xception and ResNet-50, respectively. 

In terms of the number of parameters, MobileNet has the lowest number of parameters, followed by 

EfficientNet-B0. The other model has larger number of parameters exceeding 10 million and the VGG-

16 is the largest model with more than 100 million parameters. However, the accuracy of MobileNet is 

relatively low, 0.644. With the trade-off between accuracy and the number of parameters, it can be 

concluded that EfficientNet-B0 is the best model, achieving the highest accuracy while maintaining a 

significantly lower number of parameters compared to other models with similar accuracy. 

 

Table 4. Comparison of EfficientNet-B0 and Other CNN Architectures 

Model Accuracy Number of parameters (million) 

ResNet-50 [14] 0.870 23.60 

VGG-16 [15] 0.846 134.28 

ResNet-50 [15] 0.855 23.6 

Xception [15] 0.879 14.59 

0.6

0.7

0.8

0.9

Unbalanced Dataset -
None (do 0.3; lr 1e-4)

Unbalanced Dataset -
Dense32 (do 0.3; lr 1e-4)

Balanced Dataset - None
(do 0.4; lr 1e-3)

Balanced Dataset -
Dense32 (do 0.4; lr 1e-4)

F1Score

Accuracy
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Model Accuracy Number of parameters (million) 

MobileNet [16] 0.644 4.23 

AlexNet [16] 0.778 14.59 

LMNet [16] 0.854 12.04 

EfficientNet-B0 0.885 6.06 

5. CONCLUSION 

This research built an efficient model for waste image classification to support waste sorting by 

utilizing Convolutional Neural Network (CNN) with EfficientNet-B0 architecture. In addition, this 

study also compared the use of additional hidden layer before the output layer, as well as some 

combination of hyperparameter values, namely dropout and learning rate. The experimental results show 

that the image augmentation implemented in this case to balance the dataset has not been able to increase 

the accuracy or F1-score achieved by the trained model. On the other hand, the addition of a hidden 

layer in the form of Dense32 successfully increase the accuracy and F1-score of the model whether the 

model was trained using a balanced dataset or an unbalanced dataset. The best results in each scenario 

are also generally achieved when using higher dropout and lower learning rate values. The best model 

was achieved when the model was trained on an unbalanced dataset and using the additional hidden 

layer Dense32. The confusion matrix of the best model shows that the model has good sensitivity in 

each class prediction. Furthermore, our proposed model achieved the highest accuracy while 

maintaining a significantly lower number of parameters compared to other CNN architectures with 

comparable accuracy, such as ResNet-50 and Xception. Future research can be extended to explore data 

augmentation methods and utilize more diverse datasets to improve the performance of model. The 

resulting waste classification model can then be further implemented to build an automatic waste sorter.  
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