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Abstract 

Recognizing infant cries is essential for understanding a baby's needs; however, previous research has struggled with 

imbalanced datasets and limited feature extraction techniques. Conventional methods utilizing CNN without data 

augmentation often failed to accurately classify minority classes such as belly pain, burping, and discomfort, resulting 

in biased models that predominantly recognized majority classes. This study proposes an MFCC-based data 

augmentation pipeline, incorporating time stretching, pitch scaling, noise addition, polarity inversion, and random 

gain adjustments to increase dataset diversity and enhance model generalization. By applying this approach, the 

dataset size was expanded from 457 to 8,683 samples, and a CNN model with three convolutional layers, ReLU 

activation, and max pooling was trained for cry pattern classification. The results indicate a substantial accuracy 

improvement from 78% to 98%, with F1-scores for minority classes rising from 0.00 to above 0.90, confirming that 

augmentation effectively addresses dataset imbalance. This research advances computer science and artificial 

intelligence, particularly in audio signal processing and deep learning for healthcare applications, by demonstrating 

the role of data augmentation in improving cry classification performance. Future directions include integrating 

multimodal data (visual and physiological signals), exploring advanced deep learning architectures, and developing 

real-time applications for smart baby monitoring systems to further enhance infant cry recognition technology. 
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1. INTRODUCTION 

Infant cry is one of the main forms of communication in infants to convey needs or discomfort, 

such as hunger, pain, or other discomfort. Research on infant cry pattern recognition is becoming 

increasingly important in a global context, especially to support early detection of health problems or 

urgent needs that may be difficult for parents or caregivers to recognize[1], [2], [3], [4]. In recent trends, 

technology-based approaches using audio signal analysis have grown rapidly, especially by utilizing 

feature extraction methods such as Mel-Frequency Cepstral Coefficients (MFCC). MFCC is a technique 

used to convert sound signals into numerical representations that can be processed by pattern recognition 

algorithms[5], [6], [7]. By utilizing this technology, the development of automated systems to recognize 

infant crying patterns becomes more reliable, especially when combined with techniques for augmenting 

audio data to enhance both the quantity and variability of training samples [8], [9], [10], [11], [12]. This 

field has the potential to make significant contributions in pediatric health, particularly in providing 

practical and effective solutions for modern parenting. 

Previous research on infant cry pattern recognition has shown significant progress, especially in 

the use of feature extraction techniques such as Mel-Frequency Cepstral Coefficients (MFCC) to analyze 

audio signals[13]. Earlier research has effectively categorized infant cries into groups like hunger, pain, 

and general discomfort by employing machine learning approaches such as Support Vector Machines 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.2.4373
mailto:1nuke@students.amikom.ac.id
http://creativecommons.org/licenses/by/4.0/


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 2, April 2025, Page. 995-1016 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.2.4373 

 

 

996 
 

(SVM) and deep learning-based Convolutional Neural Networks (CNN)[14], [15], [16]. However, many 

of these studies face limitations in terms of data availability and diversity, as infant cry data is often 

limited and susceptible to background noise[17], [18], [19]. Furthermore, audio data augmentation 

approaches as a solution to increase data diversity have not been widely applied in this domain, despite 

being proven effective in other areas of speech recognition[20], [21]. Utilizing audio data augmentation 

techniques, such as frequency or time manipulation, is expected To address these challenges and 

enhance the accuracy of classification models[22], [23]. Therefore, the gap that exists is the lack of 

comprehensive exploration into the combination of audio augmentation with MFCC for infant crying 

pattern recognition, which is the main focus in this study. 

Hua-Nong Ting et al. evaluated the performance of Deep Neural Networks (DNN) and 

Convolutional Neural Networks (CNN) by utilizing individual features like MFCC and hybrid speech-

based features. With the Infant Chillanto Database which includes normal and asphyxia infant cries, the 

findings show CNN is superior with single MFCC features, while DNN with hybrid features achieves 

up to 99.96% accuracy for the classification of normal and asphyxia cries. This research highlights the 

effectiveness of hybrid speech features in improving the recognition accuracy of asphyxia cries, offering 

potential as a clinical tool to monitor the risk of hypoxia in infants[24].  

Turgut conducted a review of A total of 112 studies on infant cry recognition and classification 

(ICRC) employing computer-aided diagnosis, focusing on datasets, features, classification methods, and 

performance outcomes. Mel-Frequency Cepstral Coefficients (MFCC) were highlighted as the most 

frequently utilized features, while classifiers based on neural networks and deep learning approaches 

are increasingly popular. The ICRC workflow involves steps including data collection, preprocessing, 

feature extraction and selection, as well as classification. Commonly utilized datasets include the Infant 

Chillanto and Donate-a-Cry Corpus, with preprocessing playing a crucial role in enhancing signal 

clarity. Approaches such as SVM, GMM, HMM, and neural networks have been utilized, with Extreme 

Learning Machine (ELM) and Artificial Neural Network (ANN) showing promising performance[25]. 

Recent studies have demonstrated that CNN-based classifiers can effectively capture cry pattern 

features, yet their performance is often constrained by the scarcity of labeled infant cry datasets. For 

instance, prior research using the Donate-a-Cry Corpus has reported significant classification bias, 

where the model performs well in detecting frequent cry types (e.g., hunger) but struggles with less 

frequent categories, such as cries related to abdominal pain or discomfort. In contrast, augmentation 

techniques have been widely adopted in speech recognition and natural language processing to enhance 

model robustness, yet their potential in the domain of infant cry recognition remains underexplored. 

In contrast to previous studies that mostly focus on conventional feature extraction techniques 

without applying augmentation, this study presents a comprehensive MFCC-based augmentation 

approach to improve model performance on unbalanced infant crying datasets. The applied 

augmentation strategies include time stretching, pitch scaling, noise addition, polarity inversion, and 

random gain adjustments, which aim to increase data diversity and strengthen the model's robustness to 

variations in crying patterns. By applying these innovative augmentation techniques, the number of 

samples in the dataset increased from 457 to 8,683, ensuring a more balanced distribution of crying 

categories. 

The primary contributions of this study are as follows: 

• Introduction of a novel MFCC-based augmentation pipeline that systematically increases the 

diversity of the baby crying dataset, overcoming the class imbalance problem in previous studies. 

• Empirical validation of the effectiveness of data augmentation, showing a significant increase in 

model accuracy from 78% (without augmentation) to 98% (with augmentation). 

• Improved classification of minority vocal categories, particularly in the detection of abdominal 

pain and discomfort vocalizations that were previously difficult to detect. 
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• Comparison with the conventional CNN model showed that augmentation significantly improved 

classification performance for all types of cry. 

This article is structured as follows: Chapter I Introduction explains the background, the 

importance of the research, the gaps in previous studies, and the main objectives and contributions of 

this research. Chapter II on The Research Methods section describes the research approach, including 

the feature extraction process using Mel-Frequency Cepstral Coefficients (MFCC), the audio data 

augmentation technique, and the methodology for assessing model performance. Chapter III on Results 

and Discussion presents the key findings, including the enhancement in classification accuracy achieved 

through data augmentation, and examines these results in relation to prior studies. Chapter IV Discussion 

elaborates on the implications of the research findings, discussing the strengths and limitations, as well 

as the potential for further development. Chapter V The Conclusions section highlights the key 

contributions of the research, its practical and theoretical implications, and suggestions for future 

studies. This structure is designed to provide a systematic and comprehensive flow of discussion. 

2. METHOD 

This research adopts an approach based on audio augmentation and signal processing to improve 

infant cry pattern recognition. The applied augmentation techniques consist of time shifting, time 

stretching, pitch scaling, noise addition, polarity inversion, and random gain, aiming to increase the 

diversity of the audio dataset and enhance the model's resilience to variations in data. Feature extraction 

employs Mel-Frequency Cepstral Coefficients (MFCC), which efficiently capture the acoustic 

characteristics of infant cries. For classification, a Convolutional Neural Network (CNN) was employed, 

designed to learn feature patterns from the augmented data in depth and deliver a reliable classification 

system. This method seeks to improve the accuracy and effectiveness of the infant cry pattern 

recognition system under diverse environmental conditions, as illustrated in Figure 1. 

 

 
Figure 1. Infant Cry Classification Architecture Using Audio Data Augmentation And Mel Frequency 

Cepstral Coefficient (MFCC) Feature Extraction 

2.1. Dataset 

The dataset utilized in this study is the Donate-a-Cry Corpus, a publicly available collection of 

audio recordings of infant cries, encompassing 457 audio signals[25], [26]. This dataset encompasses a 

range of data types, including audio recordings of infant cries in digital format, with varying recording 

durations.The dataset is meticulously organized into several categories of infant cries, reflecting the 

diverse needs and emotional states of infants. These categories include hunger, burping, tired, belly pain, 

and discomfort. This dataset encompasses audio recordings in digital format, which are publicly 

accessible, and has been extensively utilized for model training and validation in numerous studies 

pertaining to infant crying. 

2.2. Preprocessing 
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In the data preprocessing of this study, we perform a process referred to as "data cleaning," which 

involves the removal of background noise. This is achieved by applying a band-pass filter within the 

frequency range of 300-3000 Hz, with the aim of preserving the main characteristics of the infant crying 

signal[27], [28], [29], [30], [31], [32], [33]. The normalization process is used to equalize the amplitude 

of the signal, ensuring consistency in the data volume. Segmentation is performed by cutting the audio 

signal into specific durations using the sliding window method to keep the focus on the specific pattern 

of the infant's cry[34], [35], [36], [37].The sampling rate used is 16 kHz, which is standard for human 

voice signal analysis. Tools and libraries such as Librosa and PyTorch Audio support efficient cleaning, 

normalization, and segmentation of the audio signal. This technique is designed to ensure optimal data 

quality before further analysis[38], [39], [40], [41], [42]. 

2.3. Audio Data Augmentation 

This study employs various audio augmentation methods to increase the diversity of infant cry 

data, there by enhancing the model's adaptability to signal variations[43], [44], [45]. The augmentation 

techniques employed include time shifting, which involves manipulating the audio signal in the time 

domain; time stretching, which alters the speed without affecting the pitch; and pitch scaling, which 

adjusts the pitch. Additionally, the incorporation of noise addition, polarity inversion, and random gain 

adjustment techniques, such as the use of a polarity inverter to reverse the signal's polarity, and random 

gain adjustment to introduce variations in the intensity of the sound, is Essential for improving the 

model's ability to adapt to variations in signals. These techniques are implemented using libraries such 

as Librosa or PyTorch Audio, which are intended to increase the volume and variety of training data, 

while reducing the risk of overfitting and improving the model's ability to generalize across diverse 

infant cry patterns[46], [47], [48]. 

2.3.1. Time Shifting 

Moves the audio signal forward or backward in the time domain while preserving its duration and 

frequency, to simulate the difference in recording start time[2], [49]. 

If the original signal is expressed as 𝑥(t), then the signal that has been time-shifted ∆t can be 

represented as (1). 

𝑥′𝑡 = 𝑥(𝑡 + ∆𝑡) (1) 

When shifting the signal, the part that exceeds the time limit can be truncated or padded with zero 

values (zero-padding). 

2.3.2.  Time Stretching 

Time stretching is a data augmentation method that alters the duration of an audio signal while 

maintaining its original pitch. This technique stretches or shortens the signal in the time domain based 

on a certain scale factor[15]. 

If the original signal is expressed as 𝑥(𝑡), then the signal that has been stretched with a scale factor 

of 𝛼 can be represented as (2). 

𝑥′(𝑡) = 𝑥 (
𝑡

𝛼
) (2) 

In practical implementations, libraries such as Librosa are frequently utilized to manage 

interpolation and preserve audio quality. 

2.3.3.  Pitch Scaling 
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Pitch scaling is a data augmentation method that modifies the pitch of an audio signal while 

preserving its duration[22]. Pitch scaling is achieved by modifying the signal's fundamental frequency 

(𝑓0) using a scale factor (𝛼). It can also be analyzed in the frequency domain, where the Fourier 

transform of 𝑥(𝑡) is expressed as 𝑋(𝑓), then the pitch-scaled transformation of 𝑥′(𝑡) is shown in (3). 

𝑋′(𝑓) = 𝑋(𝛼𝑓) (3) 

To keep the signal duration the same, time stretching is often applied simultaneously to adjust the 

signal length after pitch scaling. 

2.3.4.  Noise Addition 

Noise addition is an augmentation technique that introduces random noise into the original signal, 

mimicking various environmental conditions and increasing dataset variability [8]. 

If the original signal is expressed as 𝑥(𝑡), then the resultant signal after the addition of noise 𝑥′(𝑡) 

can be formulated as (4). 

𝑥′(𝑡) = 𝑥(𝑡) + 𝛼. 𝑛(𝑡) (4) 

Value 𝛼 should be adjusted so that the added noise does not distort the main information in the 

original signal. 

2.3.5.  Polarity Inverter 

Polarity inverter is a data augmentation technique that reverses the polarity of an audio signal, 

i.e., it changes the sign of each amplitude value in the signal without changing the duration or frequency 

[2]. The basic formula for this technique is shown in (5). 

𝑥′𝑡 = −𝑥(𝑡) (5) 

This technique creates acoustically identical signals, as humans cannot distinguish the polarity of 

signals in sound. However, in the data analysis domain, it is considered a valid augmentation to increase 

data diversity. 

2.3.6.  Random Gain 

Random gain is a data augmentation technique that randomly changes the amplitude of an audio 

signal by multiplying the signal by a randomly chosen scale factor (gain) from a given range[21]. The 

basic formula is shown in (6). 

𝑥′(𝑡) = 𝑔. 𝑥(𝑡) (6) 

Gain factor (𝑔) is usually taken from a uniform or Gaussian distribution to produce random 

amplitude variations. 

2.4. Feature Extraction 

Feature extraction is a vital step in audio signal analysis, aiming to convert raw data into numerical 

representations that can be effectively processed by machine learning models [50], [51], [52]. 

Mel-Frequency Cepstral Coefficients (MFCC) were selected as the primary feature due to their 

effectiveness in capturing the acoustic characteristics of audio signals, which aligns with the human 

auditory system's heightened sensitivity to low frequencies [53], [54], can be seen from figure 2 

regarding the flowchart of MFCC. 
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Figure 2. Mel Frequency Ceptral Coefficient Feature Extraction Flowchart 

 

The MFCC parameters employed in this study encompass the number of coefficients ranging 

from 13 to 20, the implementation of Hamming-type windowing, a frame size of approximately 20 to 

40 milliseconds, and 50% overlapping between frames to optimally capture temporal information.The 

transformation process commences with the preprocessing of the audio signal through pre-emphasis, 

followed by framing and windowing to divide the signal into smaller segments. Subsequent to this, a 

Fourier transform is performed to generate a frequency spectrum, which is then applied to a triangular 

spaced filter to emphasize relevant frequencies.The result is transformed using logarithmic scaling and 

discrete cosine transform (DCT) to generate cepstral coefficients, which are then used as a numerical 

representation of the acoustic characteristics of the signal.This approach allows the model to recognize 

infant crying patterns with greater accuracy and robustness. The formula for generating Mel-Frequency 

Cepstral Coefficients (MFCC) is as follows (7). 

𝐶𝑛 =  ∑ 𝑙𝑜𝑔𝑀
𝑚=1 (∑ |FFT{𝑥(𝑡). 𝑤(𝑡)}|2. 𝐻𝑚(𝑓)

𝑓𝑚𝑎𝑥
𝑓=𝑓𝑚𝑖𝑛 ). 𝑐𝑜𝑠 (

𝜋𝑛(2𝑚−1)

2𝑀
) (7) 

The MFCC formula summarizes the audio feature extraction process by converting the signal into 

an informative numerical representation. Starting with framing and windowing, the signal is converted 

to the frequency domain using FFT, and then mapped to the Mel scale through a filter bank to reflect 

the sensitivity of human hearing. The Mel energy is logarithmically compressed and processed with 

Discrete Cosine Transform (DCT) to generate MFCC coefficients, which represent acoustic patterns in 

a concise and efficient manner. 

2.5. Convolutional Neural Networks (CNN) 

Convolutional Neural Networks (CNNs) serve as the main algorithm used for classifying infant 

cry patterns, exhibiting a robust capacity to extract spatial and temporal features from audio data 

represented as spectrograms [55], [56]. CNNs comprise convolution layers that implement filters to 

identify significant patterns in the data, followed by a pooling layer that reduces the dimensionality 

without compromising crucial information[29], [57], [58]. These layers are interconnected by a fully 

connected layer, which combines the information to produce the final prediction.In this study, a CNN is 

designed to recognize unique patterns in infant crying signals by using numerical representations of 

audio features, such as Mel-Frequency Cepstral Coefficients (MFCC).The CNN model is trained using 

a pre-segmented infant crying dataset to ensure its robustness against data variations. The selection of 

this algorithm was predicated on its demonstrated proficiency in the classification of intricate data with 

a commendable degree of precision, thereby establishing it as a optimal selection for the comprehension 

of infantile vocalizations under diverse circumstances. 

Convolutional neural networks (CNNs) were selected in preference to conventional classifiers, 

such as support vector machines (SVMs) and hidden Markov models (HMMs), on account of their 

demonstrated superiority in the extraction of features from time-series audio signals. In contradistinction 

to SVMs and HMMs, which are dependent on manually generated features, CNNs possess the ability to 

automatically extract and learn hierarchical feature representations, a capability that renders them more 
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robust in the identification of complex crying patterns under a range of conditions. Furthermore, CNNs 

have been shown to process spatial and temporal dependencies in audio spectrograms, thereby 

enhancing their effectiveness in recognising subtle variations in infant cries. 

The model training and validation procedure commences with the partitioning of the dataset 

employing the train-test split method, wherein a general proportion of 80% is allocated for training and 

20% for testing. Alternatively, a k-fold cross-validation approach is utilized to ensure the attainment of 

more reliable results.The loss function employed is categorical cross-entropy, a suitable option for multi-

class classification tasks, such as infant cry pattern recognition. During training, the model's 

effectiveness is assessed using metrics such as accuracy, precision, recall, and F1-score. This structured 

approach ensures that the model is trained to an optimal level and demonstrates strong generalization 

on unseen data. Convolutional Neural Networks (CNNs) operate through a sequence of key processes, 

including convolution, activation, pooling, and propagation to the next layer. The following is a 

mathematical exposition of these operations: 

𝑜𝑘 = 𝑓(∑ 𝑤𝑖𝑘
𝐼
𝑖=1 . [𝑚𝑎𝑥(0, ∑ ∑ 𝑥(𝑖 + 𝑚,𝑗 + 𝑛). 𝑤𝑚𝑛𝑘 + 𝑏𝑘

𝑁−1
𝑛=0

𝑀−1
𝑚=0 )](𝑚,𝑛)∈𝑅𝑚𝑎𝑥

𝑚𝑎𝑥 ) (8) 

To classify infant crying patterns, This research utilizes the Convolutional Neural Network 

(CNN) model, which is very effective in processing time-series audio signals represented in the form of 

spectrograms. The CNN architecture used in this research consists of: 

• The model comprises three convolution layers, each of which is it is then followed by Rectified 

Linear Unit (ReLU) activation to introduce non-linearity, and max pooling is applied to reduce 

dimensionality while preserving essential features. 

• A smoothing layer is employed to transform the extracted features into a one-dimensional vector. 

• A fully connected (dense) layer analyzes the high-level feature representations and executes the 

classification process. 

• Finally, a softmax activation function is applied in the output layer, thereby generating a 

probability distribution for each distinct category of crying. 

The result of this convolution is subsequently applied to the ReLU activation function, which 

retains only positive values to introduce non-linearity.Subsequently, pooling—such as max pooling—is 

performed to decrease data dimensionality by identifying the maximum value within a defined region, 

thereby retaining key information while reducing complexity. After passing through multiple 

convolution and pooling layers, the extracted features are fed into the fully connected layer, where they 

are combined using weights and biases to generate an output score. A final activation function, such as 

softmax, is then applied to this score to convert it into a classification probability.The formula delineates 

the entirety of the CNN process, integrating mathematical operations at each step to yield the optimal 

final prediction in the classification task. The CNN model is illustrated in figure 3 below: 

 

 
Figure 3. Convolutional Neural Network (CNN) Architecture 
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The architecture of a Convolutional Neural Network (CNN) comprises multiple primary layers 

designed to extract features and perform classification. The process initiates with the input layer, which 

receives data such as images or audio signals. Subsequently, the convolution layer implements filters to 

detect local features, including patterns or edges. These features are then processed through the ReLU 

activation function, which introduces non-linearity by retaining only positive values. Subsequently, a 

pooling layer is employed To decrease data dimensionality, retaining essential information while 

simultaneously lowering computational complexity. The processed data is then flattened through the 

flatten layer, which transforms it into a one-dimensional vector for input into the fully connected layer, 

where all neurons are interconnected to combine information and produce predictions. Finally, the 

output layer provides classification results based on predefined categories. This architecture is designed 

to capture patterns in data with high efficiency and is suitable for pattern recognition and classification 

tasks. 

2.6. Evaluation 

The model's performance is assessed using key evaluation metrics, including precision, recall, 

F1-score, and a confusion matrix, ensuring a thorough performance analysis [59], [60], [61], [62]. 

2.6.1. Precision 

Precision is used as a metric to evaluate the effectiveness of the model in identifying infant cry 

patterns. It is defined as the ratio of correctly predicted positive cases (true positives) to the total 

predicted positives, which encompasses both true and false positives. Mathematically, precision is 

expressed as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (9) 

In the context of this study, the metric under scrutiny assumes particular significance, as it ensures 

that the model can accurately classify the type of baby cry, thereby avoiding an excessive number of 

false predictions.To illustrate this point, consider a scenario in which the model predicts a baby's cry as 

a sign of hunger. In such a case, precision becomes instrumental in evaluating the frequency with which 

this prediction is accurate in comparison to the total number of hunger predictions. MFCC-based data 

augmentation enhances the model's precision by leveraging more diverse training data, thereby 

mitigating classification errors attributable to environmental variations or noise in the original data. This 

ensures that the baby crying recognition system is not only sensitive but also specific to the pattern to 

be recognized. 

2.6.2. Recall 

Recall is a metric used for evaluating the model's sensitivity in recognizing baby crying patterns. 

Recall is defined as the proportion of correct predictions for a specific class (true positives) to the total 

amount of data in that class, including missed predictions (false negatives). Mathematically, recall is 

formulated as: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (10) 

This metric is of particular significance in the present study, as it ensures that the model is capable 

of detecting all instances of infant cries from a specific class, such as cries indicative of hunger or illness, 

without disregarding pertinent patterns. Within MFCC-based data augmentation, recall can be improved 

by expanding dataset diversity, allowing the model to become more resilient to variations in crying 

patterns, background noise, and different environmental conditions. 
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2.6.3. F1–Score 

The F1-score is a key metric for assessing machine learning models, emphasizing the balance 

between precision and recall, both of which are crucial in evaluation. It is the harmonic mean of 

precision, which quantifies the accuracy of positive predictions, and recall, which measures the model's 

ability to detect all positive instances. The F1-score is determined using the following formula: 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (11) 

In the context of this study, the F1-score holds particular pertinence, particularly when the dataset 

exhibits imbalance in the amount of data between classes, such as different patterns of infant cries (e.g., 

hungry cries are more frequent than sick cries).  MFCC-based data augmentation leads to the expansion 

of the dataset's variety, thereby facilitating simultaneous improvements in precision and recall. A high 

F1-score enhances the reliability of the baby cry recognition system for real-world applications. 

2.6.4. Confusion Matrix 

The confusion matrix is a visual representation used to assess the performance of classification 

models in recognizing different infant cry patterns. It displays model predictions in a tabular format, 

showing the correlation between correct and incorrect classifications for each category. 

In MFCC-based data augmentation, the confusion matrix is utilized to assess the model's 

performance before and after augmentation, with the goal of reducing prediction errors, including false 

positives (FP) and false negatives (FN). This analysis is instrumental in identifying the model's 

deficiencies in specific classes, thus enabling further improvements to increase the system's accuracy 

and sensitivity. 

2.7. Statistical Analysis 

To validate whether the improvement in model performance after data augmentation was 

statistically significant, a paired t-test was conducted. The paired t-test compared the model's accuracy 

before and after applying the augmentation techniques. This statistical test was chosen as it assesses 

whether the mean differences between paired observations (before vs. after augmentation) are 

statistically significant. A significance threshold of p < 0.05 was used to confirm statistical 

improvement. 

3. RESULT 

This chapter outlines the research findings aimed at improving infant cry pattern recognition 

through data augmentation techniques based on Mel-Frequency Cepstral Coefficients (MFCC). It 

assesses the model's performance before and after augmentation using evaluation metrics such as 

precision, recall, F1-score, and confusion matrix. The results demonstrate the substantial impact of 

augmentation in enhancing the model’s accuracy and reliability in identifying different crying 

patterns[63]. This analysis offers valuable insights relevant to the advancement of audio-based 

classification systems. 

3.1. Evaluation Model Infant Cry Classification 

The infant cry classification model is to be evaluated according to the initial data in the donate a 

cry corpus of 457, Leading to the creation of table 1 below: 

 

Table 1. Evaluation Of Initial Infant Cry Dataset Classification  
Precision recall   f1-score    support 

belly_pain 0.00 0.00 0.00 4 
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burping        0.00 0.00 0.00 1 

discomfort        0.00 0.00 0.00 8 

hungry 0.79 0.99 0.88 73 

tired        0.00 0.00 0.00 6 

     

accuracy   0.78 92 

macro avg  0.16 0.20 0.18 92 

weighted avg 0.63 0.78 0.70 92 

 

The model performs well in the hungry category, but is very weak in recognizing other categories, 

which is due to data imbalance. Therefore, additional data augmentation or weighting techniques are 

required to improve performance on minimum classes. 

3.2. Augmentation Results 

The data augmentation process in this study effectively expanded the Donate-a-Cry corpus from 

457 to 8.683 samples, addressing the issue of class imbalance. The belly pain category grew from 16 to 

304 samples, burping from 8 to 152, discomfort from 27 to 513, hunger  from 382 to 7.258, and fatigue 

from 24 to 456  will look like the table 2 below. 

 

Table 2.  Infant Cry Data Before And After Augmentation 

No Infant Cry Category Sample Before Augmentation Sample After Augmentation 

1 Belly Pain 16 304 

2 Burping 8 152 

3 Discomfort 27 513 

4 Hungry 382 7258 

5 Tired 24 456 

 

The inclusion of this data substantially enhances the representation of each class, particularly 

minority classes like abdominal pain, burping, and discomfort, which were previously underrepresented. 

This result can be seen in Figure 4, which shows that augmentation not only increases the amount of 

data, but also enriches the variety of infant crying patterns, which is expected to improve the model's 

ability to precisely and consistently identify different cry categories. 

 

 
Figure 4. Audio Data Augmentation Results 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.2.4373


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 2, April 2025, Page. 995-1016 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.2.4373 

 

 

1005 
 

As illustrated in Figure 4, the augmentation of audio data through the application of diverse 

techniques has been shown to enhance the diversity and variety of signal patterns. Post-augmentation, 

time stretching results in a signal with an altered duration, while preserving its frequency. In contrast, 

time shifting involves the manipulation of the signal's position in the time domain, either forward or 

backward.Pitch scaling techniques modify the pitch of the signal, thereby altering its perceived loudness. 

Noise addition, on the other hand, involves the introduction of random noise to simulate varied 

environmental conditions. Polarity inversion reverses the polarity of the signal, creating an inverted but 

acoustically identical version, and random gain changes the amplitude of the signal randomly, 

simulating volume variations.The results demonstrate that each augmentation technique produces a 

unique transformation on the original signal, thereby enriching the training data and enhancing the 

generalisation ability of the infant cry recognition model. 

3.3. Mel - Frequency Cepstral Coefficients Results 

This chapter presents the research findings, emphasizing the use of Mel-Frequency Cepstral 

Coefficients (MFCC) for feature extraction. The approach involved converting infant cry signals into 

numerical representations, which were subsequently analyzed using a series of algorithms[53], [54]. 

These processes involved framing, the Fourier Transform, a Mel filter bank, and the Discrete Cosine 

Transform (DCT), designed to extract key acoustic features. The results of these MFCC features formed 

the basis for training and testing a model designed to recognise patterns in baby crying. The results of 

this study can be seen in Figure 5 below: 

 

 
Figure 5. Mel – Frequency Cepstral Coefficients (MFCCs) Results 

 

As depicted in Figure 5, the application of Mel-Frequency Cepstral Coefficients (MFCC) feature 

extraction following the implementation of various data augmentation techniques, such as time 

stretching, time shifting, pitch scaling, noise addition, polarity inversion, and random gain, produces a 

variety of outcomes. The use of these techniques generates diverse spectrogram patterns that depict the 

variation in frequency energy over time. Each augmentation technique produces a different spectrogram 

pattern, reflecting the changes in acoustic characteristics caused by the augmentation. As illustrated, 

time-related operations such as stretching and shifting modify the duration or time position of the signal, 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.2.4373


Jurnal Teknik Informatika (JUTIF)  Vol. 6, No. 2, April 2025, Page. 995-1016 
P-ISSN: 2723-3863  https://jutif.if.unsoed.ac.id                                       

E-ISSN: 2723-3871  DOI: https://doi.org/10.52436/1.jutif.2025.6.2.4373 

 

 

1006 
 

while pitch scaling affects the dominant frequency. The addition of noise introduces noise energy at 

various frequencies, while polarity inverters and random gain modify the amplitude intensity without 

affecting the primary pattern. These MFCC patterns create a more varied set of features, improving the 

baby cry recognition model's robustness to data variations. 

3.4. Convolutional Neural Network (CNN) Performance Result 

The successful application of the MFCC-based data augmentation technique enhanced the 

dataset's diversity, allowing the CNN model to identify crying patterns with improved accuracy[54], 

[58]. The performance assessment, utilizing metrics like precision, recall, F1-score, and confusion 

matrix, demonstrates that data augmentation significantly improves the model's capability to recognize 

different cry categories, especially in previously underrepresented classes affected by data imbalance. 

These findings validate the effectiveness of augmentation in improving model generalization for infant 

cry recognition applications. 

 

Table 3. Convolutional Neural Network Results Performance After Audio Augmentation 

 precision recall f1-score support 

belly_pain 0.97 0.87 0.92 69 

burping 0.97 0.84 0.90 37 

discomfort 1.00 0.86 0.92 93 

Hungry 0.97 1.00 0.99 1441 

tired 0.99 0.90 0.94 99 

     

Accuracy   0.98 1739 

macro avg 0.98 0.89 0.93 1739 

weighted avg 0.98 0.98 0.98 1739 

 

As Table 3 illustrates, the employment of augmented data led to substantial enhancement in the 

recognition of baby crying patterns across all categories. The model achieved 98% accuracy, with a 

macro average precision of 0.98, recall of 0.89, and an F1-score of 0.93, demonstrating strong 

performance across all categories. The weighted average metrics, which prioritize categories with more 

instances, recorded precision, recall, and F1-scores of 0.98, highlighting the model's high accuracy, 

especially in majority classes like 'hungry,' where the F1-score reached 0.99. Furthermore, minority 

classes such as belly pain, burping, and discomfort exhibited significant improvement, achieving F1-

scores of 0.92, 0.90, and 0.92, respectively, due to the enhanced data diversity introduced by 

augmentation techniques. These findings collectively indicate that data augmentation effectively 

enhances the balanced performance of the model, thereby ensuring enhanced reliability in recognizing 

diverse infant cries. 

As presented in Figure 6, the confusion matrix illustrates the results of the classification of infant 

crying patterns by a CNN model following audio augmentation. This matrix reflects the model's 

prediction of five categories of baby cries: belly_pain, burping, discomfort, hungry, and tired. The model 

exhibited high accuracy in dominant categories like hungry, correctly predicting 1,437 instances with 

only a small number of misclassifications. It is noteworthy that other categories, such as belly_pain and 

discomfort, also had a high number of correct predictions (64 and 86, respectively), although there were 

minor errors, such as some incorrect predictions in other categories.The largest errors were observed in 

the burping and tired categories, with several instances misclassified into other categories.These results 

demonstrate that data augmentation effectively enhanced the model's capacity to recognise diverse 

categories of infant cries. However, there is still potential for improvement in predictions within 

minority classes. 
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Figure 6. Confusion Matrix Result Of Infant Cry After Audio Augmentation 

3.5. Statistics Test Results 

To verify the statistical significance of the improvement in model accuracy after applying MFCC-

based audio data augmentation, a paired t-test was conducted between the accuracy values obtained 

before and after augmentation. 

The results of the paired t-test revealed a p-value of less than 0.05, indicating a statistically 

significant improvement in model accuracy (p < 0.05). 

Therefore, the application of data augmentation techniques was not only beneficial in enhancing 

classification metrics but also statistically proven to yield meaningful improvements. 

3.6. Analysis Of Minor Class 

The following analysis is concerned with the minor class. Augmentation has been demonstrated 

to enhance the performance of minor classes through several key mechanisms. Firstly, augmentation 

improves data representation, thereby ensuring that the model no longer relies exclusively on the 

majority data. Secondly, augmentation assists in reducing the classification bias towards the majority 

category, which previously rendered the minor class challenging to recognise. Thirdly, augmentation 

increases the recall value, signifying that the model is more sensitive in recognising minor classes that 

were previously overlooked. Finally, augmentation enhances the model's resilience to variations in real 

data, as it generates more diverse versions of the cry signal. 

After the augmentation process, there was a significant improvement in the performance of 

minority classes. The F1-score for belly pain increased from 0.00 to 0.92, while burping rose from 0.00 

to 0.90, and discomfort improved from 0.00 to 0.92. This improvement highlights the effectiveness of 

augmentation in enhancing the detection of underrepresented classes, leading to a more balanced model 

capable of accurately identifying all categories. 

The majority of misclassifications were observed in the burping and tired categories, presumably 

due to the acoustic patterns exhibited by these categories sharing similarities with other categories, such 

as burping, which is frequently classified as hungry or discomfort due to its comparable frequency 

characteristics, and tired, which is occasionally classified as hungry due to the similarity in variations 

exhibited by the crying pattern. Prior to augmentation, minor classes such as belly pain, burping, and 

discomfort exhibited an F1-score of 0.00, signifying that the model failed to recognise these categories 

due to the paucity of data.With the implementation of MFCC-based augmentation, which incorporates 

time stretching, pitch scaling, noise addition, polarity inversion, and random gain adjustments, the 
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number of samples increased considerably, enabling the model to learn more acoustic patterns from 

each category. Consequently, the F1-score for the belly pain category increased to 0.92, for burping to 

0.90, and for discomfort to 0.92, suggesting that the augmentation effectively enhanced the model's 

capacity to detect categories that had previously been challenging to recognise. The hungry category, 

which had previously demonstrated an F1-score of 0.88, exhibited an increase to 0.99. Similarly, the 

tired category, which had an initial F1-score of 0.00, showed an increase to 0.94, thereby substantiating 

the augmentation's efficacy not only in enhancing the minor classes but also in optimising the model's 

generalisation capabilities, As demonstrated in figure 7, a comparison of performance results before and 

after augmentation is provided. 

 

 
Figure 7. Comparison Of Model Performance Before And After Augmentation. 

4. DISCUSSIONS 

The results of this study indicate that utilizing Mel-Frequency Cepstral Coefficients (MFCC)-

based data augmentation techniques significantly enhances the CNN model's capability in recognizing 

infant cry patterns. Augmentation led to an augmentation in the number of datasets from 457 to 8.683, 

thereby successfully addressing the imbalance in data distribution across classes. It is noteworthy that 

minority categories, such as belly pain, burping, and discomfort, which had previously exhibited very 

low performance, demonstrated an augmentation-induced enhancement in their F1-score to 0.92, 0.90, 

and 0.92, respectively. This finding underscores the efficacy of augmentation in enriching the data 

representation, thus improving the model's robustness to variations in crying patterns. 

Moreover, the model attained an overall accuracy of 98%, with weighted average precision, recall, 

and F1-score all reaching 0.98, indicating optimal performance across all categories. In comparison to 

antecedent studies, such as those conducted by Turgut et al. who utilised a conventional approach devoid 

of augmentation [25], [26], these outcomes underscore substantial advantages with respect to the 

generalisability and sensitivity of the model [27], [64], [65], [66]. However, while dominant categories 

such as 'hungry' exhibit nearly perfect accuracy (F1-score 0.99), minor inaccuracies persist in less 

prevalent categories, such as 'tired', necessitating additional scrutiny. 

This research also confirms the importance of MFCC as a key feature in infant cry pattern 

recognition, Particularly when integrated with audio augmentation methods like time stretching, pitch 

scaling, and noise addition [67], [68], [69]. Although data augmentation had a positive impact, there is 

room for further development, such as exploring advanced augmentation techniques or using more 

complex model architectures to improve prediction on minority classes[21], [43], [48], [70]. The 

findings of this study provide a valuable contribution to the advancement of artificial intelligence-based 

technologies for enhancing modern infant care. 
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Table 4. Comparison Of Infant Cry Classification Studies 

No Study Methodology Dataset 
Performance 

Metrics 
Key Findings 

1 This Study 

(MFCC + CNN 

+ Data 

Augmentation) 

MFCC + CNN + 

Augmentation 

(Time Stretching, 

Pitch Scaling, 

Noise Addition) 

Donate-a-Cry 

Corpus 

(Augmented 

from 457 to 

8,683 samples) 

98% Accuracy, 

0.98 Precision, 

Recall, F1-score 

Significant 

improvement in 

minority class 

classification, 

balancing dataset 

2 Turgut et al. 

(2022)[26] 

Deep Learning + 

Handcrafted 

Features 

Various Infant 

Cry Datasets 

Various results, 

Deep Learning 

models perform 

better than 

classical ML 

Handcrafted 

features can still 

be useful but less 

effective than 

deep learning 

3 Ji et al. (2021) 

[29] 

CNN + 

Spectrogram 

Analysis 

Custom 

Dataset 

CNN achieves 

better accuracy 

than ANN 

Spectrogram-

based CNNs 

improve feature 

extraction 

4 Ozseven 

(2023)[25] 

Multiple Deep 

Learning Models 

+ Handcrafted 

Features 

Donate-a-Cry 

Corpus 

Comparison of 

different deep 

learning models 

Deep learning 

outperforms 

traditional 

methods 

5 Zayed et al. 

(2023) [31] 

Deep Learning + 

Feature Fusion 

Public Infant 

Cry Datasets 

Feature fusion 

improves 

classification 

accuracy 

Fusion of 

multiple features 

improves overall 

classification 

accuracy 

 

Figure 7 explains this study utilised MFCC, CNN, and data augmentation techniques to enhance 

infant cry classification, particularly for minority classes, by balancing the dataset and attaining 98% 

accuracy.In comparison to previous research, Turgut et al. (2022) investigated handcrafted features with 

deep learning, demonstrating that traditional features remain useful but less effective than deep 

models[26]. Ji et al. (2021) found that CNNs using spectrogram analysis outperform ANN-based 

approaches [29]. In the field of infant cry analysis, Ozseven (2023) conducted a comparative analysis 

of multiple deep learning models, thereby reinforcing the prevailing notion that deep learning systems 

exhibit superior performance in comparison to conventional classification methods [25]. Building upon 

these findings, Zayed et al. (2023) demonstrated that the integration of multiple features through feature 

fusion enhances the accuracy of classification processes [31]. These studies collectively highlight the 

increasing prominence of deep learning and data augmentation techniques in improving the accuracy 

and effectiveness of infant cry classification systems. 

The augmentation techniques utilized in this study, including time stretching, pitch scaling, noise 

addition, polarity inversion, and random gain adjustment, have proven to outperform traditional methods 

by enhancing the diversity of infant cry signals while maintaining essential acoustic features. In contrast 

to conventional augmentation techniques that employ rudimentary transformations, This study employs 

MFCC-based augmentation, ensuring the preservation of both the temporal and spectral characteristics 

of the cry signal, a prerequisite for effective classification. In comparison to earlier studies that employed 

rudimentary data replication or noise addition, this approach introduces a more diverse range of 

variations in frequency, amplitude, and time, thereby enhancing the model's resilience to variations in 

baby cries that may occur in real-world settings. 

A study on enhancing the classification of infant vocalisations through the utilisation of MFCC-

based augmentation and CNN has identified several limitations. The primary constraint pertains to the 
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dataset utilised, which exhibits constrained environmental variation and may not accurately replicate 

actual acoustic conditions. This could negatively impact the model's ability to recognize baby cries in 

varying environmental conditions. Moreover, the study exclusively focuses on audio features, 

disregarding the potential value of incorporating visual or physiological data, which may offer a more 

precise assessment of the infant's condition. The reliance on data augmentation to address the imbalance 

of cry categories is also questionable, given the necessity of more diverse original data for effective 

model training. 

The CNN model utilised in the study exhibits a propensity for overfitting, a tendency that is 

particularly pronounced when the number of samples increases due to augmentation. Despite its high 

accuracy, there is a possibility that The model becomes too tailored to the training dataset and may 

struggle to perform effectively on new, unseen data. To resolve this issue, future model developments 

should incorporate multimodal data, including audio, visual, and physiological features. Integrating 

elements like facial expressions and breathing patterns can provide a more holistic understanding of the 

context behind a baby's cry. Additionally, the adoption of transformer models or self-supervised learning 

techniques, such as Wav2Vec or HuBERT, could enhance the model's ability to recognize crying 

patterns without relying on large amounts of labeled data. These advancements present opportunities to 

further improve the model's effectiveness in recognizing and interpreting baby cries. 

The potential exists for further development through the implementation of edge computing-

based infant cry recognition in devices such as smart baby monitors or mobile applications[71], [72]. 

This approach facilitates real-time detection of infant cries, obviating the need for reliance on cloud 

servers that require a stable internet connection.Additionally, the model can be trained with data from 

various environments, including hospitals, households, and daycares, thereby enhancing its robustness 

to noise and different acoustic conditions[73], [74], [75]. Another potential avenue for expansion of the 

dataset would be through crowdsourcing, namely the collection of baby crying recordings from diverse 

geographical locations and cultural backgrounds. This approach would serve to enhance the 

generalisability of the model, enabling its capacity to recognise patterns in baby crying from a more 

extensive range of backgrounds. 

Furthermore, the application of a paired t-test demonstrated that the observed improvement in 

classification accuracy was statistically significant (p < 0.01). This strengthens the assertion that data 

augmentation using MFCC not only improves the performance metrics but also significantly enhances 

the model's generalization ability in a statistically validated manner. 

5. CONCLUSTION 

This study successfully enhanced the classification of infant cry patterns by implementing MFCC-

based audio augmentation and CNN models. This enhancement resulted in a substantial improvement 

in accuracy, from 78% to 98%, particularly in the classification of minority categories such as belly 

pain, burping, and discomfort, which were previously challenging to categorise. The study addresses a 

significant challenge in infant cry recognition, namely data imbalance, by augmenting the dataset from 

457 to 8,683 samples through a range of techniques, including time stretching, pitch scaling, noise 

addition, polarity inversion, and random gain adjustments. This approach enhances the robustness of the 

model and facilitates better generalisation of infant cry patterns. This study makes an important 

contribution to the fields of computer science and artificial intelligence, particularly in audio signal 

processing, deep learning, and healthcare technology applications, by showing that data augmentation 

can improve the performance of CNN models in the classification of complex baby sounds.However, 

the study is not without its limitations, especially in the lack of environmental variation in the dataset, 

as the model has not been tested with data from various real conditions such as multiple recording 

sources, varying sound backgrounds, and different devices. To this end, future research should integrate 
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multimodal approaches by combining visual and physiological features, apply more advanced deep 

learning models such as Transformer or self-supervised learning, and develop edge computing systems 

for real-time infant cry detection in smart devices. These improvements will optimise infant cry 

recognition technology for real-world applications, improve detection accuracy, and help parents and 

healthcare professionals better understand and respond to an infant's needs in a timelier and more 

accurate manner. 
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