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Abstract 

 This study evaluates the effectiveness of dimensionality reduction techniques in enhancing clustering performance 

using a tracer study dataset of 500 alumni from UMNU Kebumen, containing 58 variables. The objective was to 

identify the optimal combination of dimensionality reduction and clustering methods for uncovering patterns in 

alumni profiles, job search strategies, and employment outcomes. Principal Component Analysis (PCA), Non- 

Negative Matrix Factorization (NMF), t-Distributed Stochastic Neighbor Embedding (t-SNE), and Uniform Manifold 

Approximation and Projection (UMAP) were applied, followed by clustering using K-Means, DBSCAN, and 

Hierarchical Clustering. The findings revealed that NMF achieved the highest clustering quality, particularly with K- 

Means and Hierarchical Clustering, outperforming PCA. NMF also demonstrated superior compactness with a 

Calinski-Harabasz Index of 287.96, compared to 125.88 for PCA. While t-SNE and UMAP delivered competitive 

results, their computational times of 245.8 and 76.5 seconds, respectively, made them less practical for large datasets. 

The novelty of this study lies in its comprehensive evaluation of dimensionality reduction techniques and the 

integration of diverse clustering algorithms to assess their interplay. The results provide actionable insights, 

recommending NMF for accuracy-critical tasks and PCA for time-sensitive applications. Given the increasing 

volume of high-dimensional educational data, this study highlights the critical need for efficient clustering strategies 

to extract meaningful insights, ultimately supporting data-driven decision-making in education and workforce 

planning. Addressing these challenges is essential to optimizing institutional strategies, improving student 

employability, and enhancing workforce alignment with industry demands. 

Keywords : Clustering, Dimensionality Reduction, K-Means, Non-Negative Matrix Factorization, Principal 

Component Analysis 

 

  

This work is an open access article and licensed under a Creative Commons Attribution-Non Commercial 

4.0 International License 

 

 

 

1. INTRODUCTION 

The rapid growth of data in educational institutions has created a pressing need for advanced 

techniques to analyze and extract meaningful patterns from high-dimensional datasets [1]. Alumni tracer 

studies, which collect detailed information on graduates' employment outcomes, career trajectories, and 

job search strategies, are a valuable resource for evaluating the effectiveness of educational programs 

and aligning them with labor market demands [2, 3]. However, the complexity and high dimensionality 

of such datasets pose significant challenges, often obscuring critical insights [4]. Dimensionality 

reduction and clustering techniques offer a solution to this problem by simplifying data structures while 

preserving essential patterns [5]. 

Dimensionality reduction methods, such as Principal Component Analysis (PCA) and Non- 

Negative Matrix Factorization (NMF), have proven effective in reducing data complexity while 

maintaining interpretability [6, 7]. Meanwhile, non-linear approaches like t-Distributed Stochastic 

Neighbor Embedding (t-SNE) and Uniform Manifold Approximation and Projection (UMAP) are 

increasingly popular for uncovering non-linear relationships within datasets [8, 9]. These methods are 

often paired with clustering algorithms such as K-Means, DBSCAN, and Hierarchical Clustering to 
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group similar data points, enabling educators and policymakers to identify trends and make informed 

decisions [10]. Despite their widespread use, there remains a gap in understanding the interplay between 

dimensionality reduction and clustering techniques in educational datasets, particularly in the context of 

tracer studies [11, 12, 13, 14, 15]. 

Prior research has focused on either dimensionality reduction or clustering techniques 

independently, but few studies have comprehensively evaluated their combined effectiveness in 

educational datasets [16, 17]. This study builds upon existing research by systematically comparing 

multiple dimensionality reduction techniques alongside clustering methods, offering a holistic 

perspective on their synergies and limitations [18, 19]. Unlike previous studies that primarily examine 

commercial datasets or student performance metrics, this study leverages a uniquely structured alumni 

tracer dataset from UMNU Kebumen, comprising 500 respondents and 58 distinct variables covering 

demographic information, employment outcomes, job search strategies, and career progression [20, 21]. 

The dataset's high dimensionality and categorical diversity present an ideal testbed for evaluating the 

effectiveness of dimensionality reduction and clustering techniques [22]. 

This study aims to evaluate the effectiveness of various dimensionality reduction techniques in 

enhancing clustering performance using a tracer study dataset of alumni from UMNU Kebumen. By 

systematically comparing PCA, NMF, t-SNE, and UMAP alongside clustering algorithms such as K- 

Means, DBSCAN, and Hierarchical Clustering, this research seeks to identify the optimal combination 

of methods for extracting meaningful insights [23, 24]. The novelty of this work lies in its 

comprehensive evaluation of these techniques, bridging the gap in understanding their 

interdependencies. The results provide actionable recommendations for selecting appropriate methods 

based on computational efficiency, clustering quality, and the complexity of the dataset [25]. 

2. LITERATURE REVIEW 

2.1. Dimensionality Reduction Techniques 

Dimensionality reduction is a crucial preprocessing step in data analysis, especially for high- 

dimensional datasets where redundancy and noise can obscure meaningful patterns. Principal 

Component Analysis (PCA) is one of the most widely used techniques, transforming correlated variables 

into uncorrelated principal components that capture the maximum variance in the data [9]. PCA has 

been extensively applied in education and employment studies to reduce data complexity while 

maintaining interpretability [10]. However, its linear nature limits its ability to capture non-linear 

structures in the data. 

Non-Negative Matrix Factorization (NMF) is an alternative technique that is particularly effective 

for datasets with non-negative values. NMF decomposes the data into additive components, preserving 

interpretability and uncovering latent factors. Studies have shown the efficacy of NMF in educational 

and sociological datasets, particularly when non-negativity is a critical constraint [11]. Non-linear 

approaches, such as t-Distributed Stochastic Neighbor Embedding (t-SNE) and Uniform Manifold 

Approximation and Projection (UMAP), have gained popularity for their ability to uncover complex 

patterns. t-SNE minimizes the Kullback-Leibler divergence between pairwise similarities in high- 

dimensional and low-dimensional spaces, enabling detailed cluster exploration, albeit at a high 

computational cost [12]. UMAP, leveraging graph-based optimization, offers faster computation while 

maintaining or surpassing t-SNE’s performance in many cases [13]. 

The selection of a dimensionality reduction technique depends on the specific dataset 

characteristics and analysis goals. PCA and NMF are preferred for their computational efficiency and 

interpretability, while t-SNE and UMAP are suited for exploring non-linear relationships and visualizing 

clusters [14]. 
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2.2. Clustering Algorithms 

Clustering techniques are widely used in educational research to group similar data points, such 

as student performance or alumni employment patterns. K-Means is one of the most commonly applied 

clustering algorithms due to its simplicity and efficiency. It partitions the dataset into k clusters by 

minimizing the within-cluster sum of squares, making it suitable for datasets with compact, spherical 

clusters [15]. However, K-Means has limitations, such as sensitivity to initial centroid placement and 

the requirement to specify the number of clusters in advance, which can affect exploratory analyses. 

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) addresses some of these 

limitations by identifying clusters based on density. This method is particularly effective for datasets 

with irregular cluster shapes and noise, making it robust for real-world applications [16]. Nevertheless, 

its performance depends heavily on parameter tuning, specifically the neighborhood radius (𝐸𝑝𝑠) and 

the minimum number of points (𝑀𝑖𝑛𝑃𝑡𝑠). 

Hierarchical Clustering is another popular approach, offering flexibility through a dendrogram 

that represents the hierarchical relationships among data points. This method allows researchers to 

explore clustering solutions at different levels of granularity, making it especially useful for datasets 

where the optimal number of clusters is not known beforehand [17]. However, Hierarchical Clustering 

can become computationally expensive as dataset size increases. 

2.3. Integration of Dimensionality Reduction and Clustering 

The combination of dimensionality reduction and clustering techniques has been extensively 

studied, with evidence suggesting that reducing dimensionality often enhances clustering performance. 

PCA is frequently paired with K-Means to improve cluster separability by reducing redundancy and 

noise while preserving linear relationships [9]. NMF, with its capacity to handle non-negative data, has 

demonstrated strong compatibility with K-Means and Hierarchical Clustering in educational datasets, 

where preserving additive structures is important [11]. Non-linear dimensionality reduction methods, 

such as t-SNE and UMAP, have shown superior performance in clustering datasets with complex 

patterns, particularly when paired with density-based algorithms like DBSCAN or with K-Means for 

exploratory analyses [13, 14]. 

Despite these advancements, there remains a gap in understanding how the interplay between 

dimensionality reduction and clustering techniques can be optimized for specific contexts, such as 

alumni tracer studies. This study bridges this gap by systematically evaluating multiple dimensionality 

reduction and clustering techniques, providing actionable insights into their effectiveness and suitability 

for high-dimensional educational datasets. 

3. METHOD 

This study used a dataset from a tracer study of alumni at UMNU Kebumen, consisting of 58 

variables capturing alumni profiles, employment status, job search methods, and the alignment between 

education and employment. The methodology includes data preprocessing, dimensionality reduction, 

clustering, and evaluation. The methodological workflow of this study, illustrated in Figure 1, 

encompasses data collection, preprocessing, dimensionality reduction (PCA, NMF, t-SNE, UMAP), 

clustering analysis (K-Means, DBSCAN, Hierarchical Clustering), and performance evaluation using 

Silhouette Score, Calinski-Harabasz Index, and Davies-Bouldin Index. 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.2.4297


Jurnal Teknik Informatika (JUTIF) 

P-ISSN: 2723-3863 

E-ISSN: 2723-3871 

Vol. 6, No. 2, April 2025, Page. 641-654 

https://jutif.if.unsoed.ac.id 

DOI: https://doi.org/10.52436/1.jutif.2025.6.2.4297 

644 

 

 

 

 
Figure 1. Workflow of Dimensionality Reduction and Clustering Analysis 

3.1. Dataset Description 

The dataset contains a mix of categorical and numerical variables. Categorical variables include 

employment status and job search methods, while numerical variables include the number of job 

applications submitted and the time taken to secure employment. Preprocessing addressed missing 

values, non-uniform scales, and encoding requirements to ensure data suitability for clustering and 

analysis [17]. 

3.2. Data Preprocessing 

Data preprocessing involved handling missing values, normalizing numerical variables, and 

encoding categorical data. Missing numerical values were imputed using the median (1) [18]. 

𝑥𝑖𝑚𝑝𝑢𝑡𝑒𝑑 = 𝑚𝑒𝑑𝑖𝑎𝑛(𝑋𝑐𝑜𝑙𝑢𝑚𝑛) (1) 

Categorical variables were imputed using the mode. Numerical variables were normalized using 

Min-Max scaling (2): 
 

𝑥′ = 
𝑥−min(𝑥) 

max(𝑥)−min(𝑥) 
(2) 

where 𝑥′ is the normalized value, 𝑥 is the original value, and min(𝑥) and max(𝑥) are the 

minimum and maximum values, respectively. This normalization ensures a consistent scale across 

features, which is critical for clustering performance [19]. Categorical variables were label-encoded for 

clustering algorithms (3): 

𝐿𝑎𝑏𝑒𝑙(𝐶) = {𝐶1: 0, 𝐶2: 1, … , 𝐶𝑛: 𝑛 − 1} (3) 

For dimensionality reduction, one-hot encoding was applied to maintain independence between 

categorical variables [20]. 

3.3. Dimensionality Reduction 

Dimensionality reduction simplified the dataset while retaining essential structures and patterns. 

Four methods were evaluated: 

Principal Component Analysis (PCA): PCA was chosen due to its ability to transform the dataset 

by identifying principal components that explain the majority of variance. It computed the covariance 

matrix as (4): 

C = X. T@X (4) 

𝐶 is the covariance matrix and 𝑋 is the normalized data matrix. Eigenvectors corresponding to 

the largest eigenvalues were selected as principal components [21]. PCA was selected because it 
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provides a linear transformation that maintains the global structure of the data while reducing 

dimensionality, making it computationally efficient for large datasets. 

Non-Negative Matrix Factorization (NMF): NMF decomposed the data matrix X into two non- 

negative matrices 𝑊 and 𝐻, where 𝑋 ≈ 𝑊 ⋅ 𝐻𝑋 ≈ 𝑊 ⋅ 𝐻𝑋 ≈ 𝑊 ⋅ 𝐻. The optimization minimized the 

reconstruction error using the Frobenius norm (5) [22]. 
 

2 
𝑎𝑟𝑔𝑚𝑖𝑛(𝑊, 𝐻)||𝑋 − 𝑊@𝐻|| 

𝐹 
(5) 

NMF was chosen for its ability to provide parts-based representation, which enhances 

interpretability, particularly in educational datasets where feature significance is crucial. Unlike PCA, 

which allows negative values, NMF ensures non-negativity, making it suitable for datasets where 

negative values lack meaningful interpretation. 

t-SNE (t-Distributed Stochastic Neighbor Embedding): t-SNE minimized the Kullback-Leibler 

divergence between the high-dimensional and low-dimensional pairwise similarities (6): 
 

𝐾𝐿 (𝑃||𝑄) = 𝛴𝛴𝑃𝑖𝑗 ∗ log (
𝑃𝑖𝑗

)) (6) 
𝑄𝑖𝑗 

𝑃𝑖𝑗 and 𝑄𝑖𝑗 are the pairwise similarities in high-dimensional and low-dimensional spaces, 

respectively [23]. t-SNE was selected for its ability to reveal local structures and clusters within the 

dataset, making it ideal for exploratory data analysis. However, its high computational cost makes it less 

scalable for large datasets. 

UMAP (Uniform Manifold Approximation and Projection): UMAP used a graph-based 

optimization to preserve local relationships in the data [24]. UMAP was selected due to its efficiency 

and ability to capture both local and global structures, outperforming t-SNE in computational speed 

while maintaining cluster separation. 

3.4. Clustering Algorithms 

Three clustering algorithms were applied to group the reduced-dimensional data: K-Means 

Clustering: K-Means minimized the within-cluster sum of squares (WCSS) (7): 

𝑊𝐶𝑆𝑆 = 𝛴𝛴||𝑥 − 𝜇|| (7) 

where 𝑥 is a data point, and μ is the cluster centroid [25]. 

DBSCAN (Density-Based Spatial Clustering of Applications with Noise): DBSCAN 

identified clusters based on density. Points with at least MinPts neighbors within a radius Eps were 

grouped, and others were classified as noise [26]. Hierarchical Clustering: Hierarchical clustering 

constructed a dendrogram by iteratively merging or splitting clusters. The linkage distance was 

computed using average or complete linkage [27]. 

3.5. Evaluation Metrics 

The clustering performance was evaluated using several metrics: Silhouette Score: Measures 

cluster separability, defined as (8): 
 

𝑆 =  
𝑏−𝑎 

max(𝑎,𝑏) 
(8) 

where a is the average intra-cluster distance and b is the average nearest-cluster distance [28]. 

Calinski-Harabasz Index: Assesses compactness and separation (9): 

2 
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 𝑡𝑟𝑎𝑐𝑒(𝐵) 
𝐶𝐻 = ( 

𝑡𝑟𝑎𝑐𝑒(𝑊) 

𝑛−𝑘 
) ∗ ( 

𝑘−1 
) (9) 

where 𝐵 and 𝑊 are between-cluster and within-cluster scatter matrices, n is the number of points, 

and k is the number of clusters [29]. 

Davies-Bouldin Index: Evaluates compactness and separation (10): 

 

𝐷𝐵 = (
1 
) ∗ 𝛴 max ( 𝜎𝑖+𝜎𝑗 ) (10) 

𝑘 ||𝑐𝑖−𝑐𝑗|| 
 

 
[30]. 

where 𝜎_𝑖 and 𝜎_𝑗 are intra-cluster distances for clusters 𝑖 and 𝑗, and 𝑐_𝑖 and 𝑐_𝑗 are their centroids 

 

Computational Time: The time taken by each dimensionality reduction method was recorded to 

assess scalability [31]. 

4. RESULT 

4.1. Computational Time Analysis 

The computational efficiency of dimensionality reduction methods is a critical factor, particularly 

in large-scale or real-time data applications. The analysis revealed significant variations in the time 

required by each method, as presented in Table 1 and visualized in Figure 2. PCA emerged as the fastest 

method, completing the dimensionality reduction process in just 12.3 seconds. This efficiency is 

attributed to its reliance on straightforward linear transformations and eigenvalue decomposition, which 

are computationally lightweight for moderate-sized datasets. Non-negative Matrix Factorization (NMF) 

followed, requiring 23.4 seconds. Despite being slightly slower than PCA, NMF demonstrated superior 

clustering performance, making it an excellent choice for tasks requiring a balance between speed and 

accuracy. 

 

Table 1. Computational Time for Dimensionality Reduction Methods 

Dimensionality Reduction Method Computational Time (s) 

PCA 12.3 

t-SNE 245.8 

UMAP 76.5 
 NMF  23.4  
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Figure 2. Computational Time for Dimensionality Reduction Methods 

UMAP completed the reduction in 76.5 seconds, reflecting the computational cost of its graph- 

based optimization. However, this cost is significantly lower than that of t-SNE, which required 245.8 

seconds due to its iterative process for minimizing the Kullback-Leibler divergence. While UMAP and 

t-SNE showed strong clustering performance, their computational demands make them less practical for 

applications with strict time constraints. 

4.2. Clustering Quality Analysis 

The quality of clustering achieved after dimensionality reduction was evaluated using the 

Silhouette Score, Calinski-Harabasz Index, and Davies-Bouldin Index. Table 2 summarizes the 

performance of each dimensionality reduction method when paired with various clustering algorithms. 

 

Table 2. Clustering Performance Metrics 

Reduction 

Method 

Clustering 

Algorithm 

Silhouette 

Score 

Calinski-Harabasz 

Index 

Davies-Bouldin 

Index 
PCA K-Means 0.398 125.88 0.868 

PCA DBSCAN 0.412 5.15 0.389 

PCA Hierarchical 0.324 94.09 0.971 

Kernel PCA K-Means 0.402 128.78 0.859 

Factor Analysis K-Means 0.410 135.76 0.839 

FastICA K-Means 0.396 125.80 0.860 

NMF K-Means 0.487 287.96 0.673 

NMF Hierarchical 0.472 264.69 0.661 

 

The Silhouette Score measures how similar data points within a cluster are compared to those in 

other clusters, with values close to 1 indicating well-separated and compact clusters, while values near 

-1 suggest poor clustering quality. In this study, NMF achieved the highest Silhouette Score, 

demonstrating its ability to form distinct and compact clusters. The Calinski-Harabasz Index, which 

evaluates cluster density and separation, further confirmed NMF’s effectiveness, as it obtained the 

highest score, highlighting its capability to produce well-structured clusters. Additionally, the Davies- 

Bouldin Index, which assesses cluster compactness and separation with lower values indicating better 

performance, showed that NMF and t-SNE recorded the lowest values, suggesting that these methods 

excel in maintaining well-separated and compact clusters compared to other dimensionality reduction 

techniques. 
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Figure 3. Silhouette Scores by Dimensionality Reduction and Clustering Algorithms 

The differences in clustering performance among dimensionality reduction methods can be 

attributed to their inherent characteristics and the way they handle data structures. PCA and Kernel PCA 

tend to produce less well-separated clusters due to their reliance on linear transformations, which may 

not effectively capture non-linear relationships within the dataset. In contrast, NMF offers a significant 

advantage in preserving feature relationships, as its non-negativity constraint ensures more interpretable 

and stable clustering results. Meanwhile, t-SNE and UMAP excel in revealing complex structures within 

the data, making them particularly effective for high-dimensional datasets with intricate patterns. 

However, their high computational cost and sensitivity to parameter selection limit their efficiency, 

especially when applied to large-scale datasets. 

PCA delivered moderate clustering performance, with its best Silhouette Score of 0.412 observed 

for DBSCAN. However, its scores for K-Means (0.398) and Hierarchical clustering (0.324) were lower, 

reflecting its limitations in preserving separability in datasets with complex cluster structures. Kernel 

PCA and Factor Analysis performed comparably to PCA for K-Means clustering, achieving Silhouette 

Scores of 0.402 and 0.410, respectively. FastICA, on the other hand, struggled with DBSCAN, 

producing a Silhouette Score of just 0.136, indicating poor cluster separability. 

In terms of compactness and separation, the Calinski-Harabasz Index showed that NMF 

significantly outperformed other methods, achieving the highest score of 287.96 for K-Means. This 

metric highlights NMF’s ability to produce tightly packed and well-separated clusters. PCA and Kernel 

PCA achieved moderate Calinski-Harabasz Index values, while Factor Analysis showed strong 

performance with a score of 135.76 for K-Means. FastICA consistently produced lower scores across 

all clustering algorithms, further corroborating its limited applicability to datasets with complex 

patterns. The Calinski-Harabasz Index, depicted in Figure 4, highlights the compactness and separation 

of clusters for various dimensionality reduction methods. NMF consistently outperformed other 

methods, particularly when paired with K-Means clustering 

 

Figure 4. Calinski-Harabasz Index by Dimensionality Reduction and Clustering Algorithms 

 

The Davies-Bouldin Index, which measures cluster compactness (lower values are better), 

reinforced these findings. NMF achieved the lowest Davies-Bouldin Index values for both K-Means 

(0.673) and Hierarchical clustering (0.661), confirming its ability to produce compact clusters. PCA and 

Kernel PCA showed moderate compactness, while FastICA exhibited the highest Davies-Bouldin Index 

values, reflecting poorly compacted clusters. 
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To further assess the clustering quality achieved by different dimensionality reduction methods, 

additional analyses focused on K-Means clustering are presented in Table 3. This table provides a direct 

comparison of clustering performance metrics across PCA, Kernel PCA, NMF, t-SNE, and UMAP, 

specifically for K-Means clustering. 

 

Table 3. Clustering Metrics for Dimensionality Reduction Methods with K-Means 

Reduction Method Silhouette Score Calinski-Harabasz Index Davies-Bouldin Index 

PCA 0.398 125.88 0.868 

Kernel PCA 0.402 128.78 0.859 

NMF 0.487 287.96 0.673 

t-SNE 0.470 198.50 0.710 
UMAP 0.460 185.20 0.725 

 

NMF consistently outperformed other dimensionality reduction methods when paired with K- 

Means clustering. It achieved the highest Silhouette Score of 0.487, indicating superior cluster 

separability, along with the highest Calinski-Harabasz Index of 287.96, which highlights its ability to 

form compact and well-separated clusters. Additionally, NMF demonstrated the lowest Davies-Bouldin 

Index of 0.673, confirming its effectiveness in maintaining cluster compactness. 

Both t-SNE and UMAP showed competitive performance, with Silhouette Scores of 0.470 and 

0.460, respectively. However, their higher computational costs compared to PCA and NMF make them 

less practical for large-scale applications. PCA and Kernel PCA delivered moderate clustering quality, 

with Silhouette Scores of 0.398 and 0.402, respectively, reflecting their limitations in preserving 

separability for more complex cluster structures. 

4.3. Comparative Analysis of Methods and Clustering Algorithms 

Each dimensionality reduction and clustering method has distinct strengths and limitations that 

impact their effectiveness in different applications. NMF demonstrates high performance in cluster 

separation and provides better interpretability due to its non-negativity constraint, making it useful for 

datasets requiring meaningful feature representation. However, it is slightly slower compared to PCA, 

which is known for its speed and computational efficiency, making it suitable for large datasets. Despite 

this advantage, PCA struggles to capture non-linear relationships, limiting its effectiveness in more 

complex clustering tasks. t-SNE and UMAP are highly capable of uncovering intricate patterns in data, 

making them valuable for exploratory analysis. However, their high computational cost and sensitivity 

to hyperparameters make them less practical for large-scale applications. Among the clustering methods, 

DBSCAN is particularly effective for datasets with variable density, as it can detect clusters of arbitrary 

shapes without requiring a predefined number of clusters. However, its sensitivity to the epsilon 

parameter can lead to inconsistent results if not carefully tuned. 

The interaction between dimensionality reduction methods and clustering algorithms revealed 

nuanced strengths and weaknesses for each approach. PCA demonstrated versatility and computational 

efficiency, making it suitable for applications prioritizing speed. However, its clustering quality metrics 

indicate limitations in preserving separability, especially for Hierarchical clustering. Kernel PCA and 

Factor Analysis offered slightly improved performance over PCA in terms of compactness and 

separation, particularly for K-Means, but struggled to maintain density-based relationships required by 

DBSCAN. 

NMF emerged as the best overall method, achieving superior clustering quality across multiple 

metrics. Its ability to maintain meaningful cluster separability and compactness makes it a robust choice 

for datasets with complex structures. Despite its slightly higher computational cost compared to PCA, 

NMF’s overall performance justifies its use in applications requiring high accuracy. UMAP and t-SNE 
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also produced strong clustering results but were constrained by their higher computational demands. 

FastICA consistently underperformed, highlighting its limited applicability to datasets requiring 

complex clustering. 

The performance of clustering algorithms also varied with the choice of dimensionality reduction 

methods. K-Means generally worked well with most methods, particularly NMF and PCA, producing 

well-separated and compact clusters. DBSCAN, on the other hand, was highly sensitive to the choice of 

reduction method. While PCA and Kernel PCA supported moderate clustering with DBSCAN, NMF 

and FastICA failed to maintain density relationships, leading to lower clustering quality. Hierarchical 

clustering benefited most from NMF and Factor Analysis, which produced compact clusters with low 

Davies-Bouldin Index values. 

4.4. Discussion 

Recent studies have extensively evaluated the effectiveness of various dimensionality reduction 

techniques in enhancing clustering performance. For instance, Xia et al. [32] conducted an empirical 

study comparing twelve dimensionality reduction methods, including t-SNE and UMAP, in facilitating 

visual cluster analysis. Their findings indicated that non-linear techniques like t-SNE and UMAP excel 

in cluster identification and membership tasks due to their ability to preserve local structures within the 

data. However, these methods often struggle with representing global structures and can be 

computationally intensive. In contrast, linear methods such as PCA, while less effective in capturing 

complex patterns, offer advantages in terms of computational efficiency and better performance in tasks 

like density comparison [32]. 

In our study, Non-Negative Matrix Factorization (NMF) demonstrated superior clustering 

performance, as evidenced by higher Silhouette Scores and Calinski-Harabasz Index values. This aligns 

with the findings of Nanga et al. [33], who reviewed various dimension reduction methods and 

highlighted the strengths and weaknesses of both linear and non-linear techniques. Their comprehensive 

review emphasized that while non-linear methods are effective in capturing complex data structures, 

their computational demands make them less practical for large datasets. Linear methods such as PCA 

and NMF, despite their simplicity, provide a balance between performance and computational 

efficiency, making them suitable for large-scale applications [33]. 

The choice of dimensionality reduction technique significantly impacts clustering outcomes. 

Non-linear methods are adept at capturing intricate data patterns but may introduce challenges in 

interpretability and computational resource requirements. Linear methods, while potentially 

oversimplifying complex structures, offer scalability and ease of implementation. Therefore, selecting 

an appropriate dimensionality reduction method necessitates a careful consideration of the dataset's 

characteristics and the specific objectives of the analysis [34]. 

In practical applications, the insights from this study can inform the selection of dimensionality 

reduction techniques to enhance clustering performance. For instance, in educational data mining, where 

datasets can be large and complex, choosing a method like NMF can facilitate the extraction of 

meaningful patterns related to student performance and learning outcomes. Similarly, in marketing 

analytics, where understanding customer segmentation is crucial, the application of appropriate 

dimensionality reduction techniques can lead to more effective targeting strategies [35]. 

5. CONCLUSION 

This study evaluated the effectiveness of various dimensionality reduction techniques in 

enhancing clustering performance using alumni tracer data from UMNU Kebumen. By integrating 

advanced preprocessing, dimensionality reduction, clustering algorithms, and evaluation metrics, 

meaningful patterns were extracted from the dataset. 
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The findings highlight that the choice of dimensionality reduction technique significantly impacts 

clustering quality and computational efficiency. Non-Negative Matrix Factorization (NMF) emerged as 

the most effective method, achieving the highest Silhouette Scores and Calinski-Harabasz Index values, 

particularly when paired with K-Means and Hierarchical clustering. However, its slightly higher 

computational cost compared to Principal Component Analysis (PCA) may limit its applicability in real- 

time or large-scale environments. PCA, while producing moderate clustering quality, remained the 

fastest technique, making it suitable for time-sensitive applications. Meanwhile, t-SNE and UMAP 

effectively preserved local data structures but were computationally expensive, posing scalability 

challenges. 

Despite these insights, this study has several limitations. The dataset size was relatively small, 

which may limit the generalizability of the findings to larger or more diverse datasets. Additionally, the 

performance of clustering methods is highly dependent on parameter tuning, and further optimization 

may yield different results. The generalization of findings across different domains remains an open 

question, warranting further validation with varied datasets and clustering tasks. 

Future research should explore hybrid approaches, such as combining PCA for initial 

dimensionality reduction with NMF or UMAP for fine-grained analysis, to leverage the strengths of 

multiple techniques. Investigating automated parameter tuning strategies could further optimize 

clustering outcomes. Expanding this methodology to larger and more heterogeneous datasets, including 

real-world applications in education, healthcare, and finance, would provide deeper insights into the 

scalability and adaptability of these techniques. Furthermore, integrating deep learning-based 

dimensionality reduction methods could enhance clustering quality in complex datasets. 

By refining these approaches, future studies can build upon the current findings to improve 

clustering performance, optimize computational efficiency, and enhance the interpretability of high- 

dimensional data across various domains. 
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