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Abstract 

 Tuberculosis (TB) remains a significant global health problem, with treatment duration varying among patients. TB 

patients have difficulty following a long-term treatment regimen. After the final diagnosis is determined, it is 

necessary to know the predicted duration of treatment for a patient. By increasing patient compliance with taking 

medication, the percentage of TB patients will increase, and this can reduce cases of multi-drug resistant patients and 

dropouts. This study aims to build a prediction model for the duration of treatment for new cases of Pulmonary TB 

patients by adding medication compliance parameters using the ensemble method. The research methodology uses 

CRISP-DM. This study begins with identifying problems and objectives, collecting data, preprocessing and analyzing 

data, modeling, evaluating, and validating models. The results showed that adding medication compliance parameters 

can improve model performance. However, the results of model exploration with feature selection techniques and 

various ensemble methods have not shown good performance. The medication adherence parameters used in this 

study are the number of medications swallowed in Phase I and Anti-Tuberculosis drug compliance in Phase I. These 

parameters had never been used in previous studies. The prediction model can be used as an early warning for a 

patient. If a patient is predicted to have a treatment duration of more than six months, then the patient will receive 

stricter drug intake supervision. Thus, this proposed model is expected to help achieve the target of eliminating 

Tuberculosis in 2030 to reduce the death rate by 90% compared to 2019. 
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1. INTRODUCTION 

Indonesia is among eight countries that account for 2/3 of Tuberculosis (TB) cases worldwide. 

Indonesia is second only to India, with 845,000 cases and 98,000 deaths, equivalent to 11 deaths/hour 

[1]. In the National Strategy for Tuberculosis Control in Indonesia for 2020-2024, the government has 

a target to reduce the number of deaths from TB to 27 per 100,000 population. One of the targets for 

Tuberculosis elimination by 2030 is to reduce the mortality rate by 90% compared to 2019 [2]. 

TB patients have difficulty following a long-term treatment regimen. Improving treatment 

outcomes requires a better understanding of adherence as a complex behavioral issue and the particular 

barriers to and facilitators of patient adherence [3]. Loss to follow-up (LTFU) is a significant barrier to 

the completion of anti-tuberculosis treatment and a major predictor of TB-associated deaths [4]. 

According to the National Guidelines for Tuberculosis Control in Indonesia, patient detection begins 

with detecting suspected TB, followed by physical and laboratory examinations, diagnosis, and type of 

TB patient [5]. Once a final diagnosis is made, it is necessary to know the predicted length of treatment 
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for a patient. The length of treatment that a person diagnosed with TB must undergo is at least six 

months. Suppose it is known early on that a patient's predicted length of treatment exceeds six months. 

In that case, the patient will need closer supervision from the family (Medication Monitoring Officer) 

or the Directly Observed Treatment Shortcourse (DOTS) at the health service where the patient is 

treated. Unfortunately, patient adherence to medications, particularly for conditions requiring prolonged 

treatment such as TB, is frequently less than ideal and can result in poor treatment outcomes [6]. 

Increasing a patient's medication adherence will increase the percentage of TB patients cured. On the 

other hand, it can reduce the number of Multi-Drug Resistance (MDR) patients and fail or Drop-Out 

cases [2]. The variables of education, age, income, knowledge, medication adherence, availability of 

medication supervisors, and counseling influence the treatment success rate [7]. Risk factors for loss to 

follow-up include the distance between the patient and the treatment center, side effects, gender, family 

support, motivation, knowledge, beliefs, economic status, and stigma, myths/beliefs. There is a need for 

involvement and support from multiple sectors to align policies, as well as the importance of patient- 

centered treatment and supervision to strengthen compliance in treatment [8]. 

Researchers have conducted several previous studies on developing prognosis models for TB 

patients' treatment length. The first study, conducted in 2022, used data on patients declared cured or 

completed treatment between 2010 and 2014. The results of the single classifier comparison showed 

that the best performance was C4.5. Unfortunately, the performance of the resulting model was still low, 

with 74% accuracy and 76% specificity [9]. 

On the other hand, a study to determine the determinants of the length of time to cure category I 

tuberculosis in Semarang Regency showed that the variable of treatment regularity was not associated 

with the length of time to cure [10]. This differs from the National Strategy for Tuberculosis Control in 

Indonesia 2020-2024 [2]. Thus, the second study was conducted by adding the parameter of drug 

compliance and using a multi-classifier, namely Gradient Boosting [11]. The results showed that the 

drug compliance parameter could improve the model's accuracy. However, the model's accuracy is 

79.6% with an AUC of 62.5, which is still included in the poor classification category [12]. 

This study will do several ways to solve the problem of low performance of the prediction model 

for the length of treatment of pulmonary TB patients, first, in terms of datasets. This study will focus on 

new TB patients, both compliant and non-compliant cases. As suggested by previous research [11]. 

Second, in terms of algorithms. The previous study used a gradient-boosting multi-classifier [11] that 

works on numerical data, while the dataset is categorical. So, this research will explore ensemble 

algorithms that can work on categorical data. Ensemble development will combine several single 

classifiers to create an ensemble model with the best performance. 

Research has been conducted to build a prognosis model for the treatment period of tuberculosis 

patients using a single classifier [9]. The data is the data of patients who were declared cured or 

completed treatment in 2010-2014. The data was classified into four classes, namely 0-6 months, >6-9 

months, >9-12 months and >12 months. The class composition of the dataset is unbalanced, where 

74.5% of the data is patient data whose treatment period is more than six months to 9 months. The 

algorithms explored are C4.5, KNN, Naïve Bayes, and SVM. The comparison results show that the best 

performance is C4.5. Unfortunately, the performance of the resulting model was still low, with 74% 

accuracy and 76% specificity [9]. 

Meanwhile, a study to determine the determinants of the length of time to cure category I 

tuberculosis in Semarang Regency showed that the variable of treatment regularity was not associated 

with the length of time to cure [10]. On the other hand, a study found that factors of patient compliance 

in taking medication are patient knowledge, respondent attitude, distance to the health center, officer 

attitude, [13] and family motivation [13], [14]. The previous study was conducted by adding the 

medication adherence parameter (number of medications swallowed in stage I, Anti-Tuberculosis Drug 
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Compliance I, number of medications swallowed in stage II, and Anti-Tuberculosis Drug Compliance 

II) and using a multi-classifier, Gradient Boosting [11]. The results showed that the drug compliance 

parameter could improve the model's accuracy. However, the model's accuracy is 79.6% with an AUC 

of 62.5, which is still included in the poor classification category [12]. 

The ensemble method has performed better [15], [16]. Research related to the use of ensemble 

methods in the Tuberculosis disease domain has been conducted by several researchers. Prediction of 

the likelihood of death by TB to help TB prognosis and treatment decision-making process using 

balanced and unbalanced datasets from Brazil [17]. The best model for predicting the recovery class 

resulted from an ensemble model formed from Random Forest, Gradient Booster, and Multi-Layer 

Perceptron. The Gradient Boosting model was best for predicting the TB mortality class. The 

performance of four feature selection techniques was compared: Sequential Forward Selection, 

Sequential Forward Floating Selection, Sequential Backward Selection, and Sequential Backward 

Floating Selection [17]. In addition, research has been conducted for the prognosis of pathogen drug 

resistance in pulmonary tuberculosis with Catboost [18]. The dataset has drug-sensitive and drug- 

resistance classes. Research on predictive TB diagnosis has also proven that ensemble techniques can 

perform better than single classifiers [17], [19]–[23]. Likewise, data in the form of chest X-ray images 

that use ensemble learning to detect TB [21], multi-omic data using an ensemble of deep learning and 

machine learning models [24], and imbalanced datasets in clinical data [25]. The study aimed to 

prognosticate loss to follow-up (LTFU), exploring SVM, RF, XGBoost, and logistic regression. The 

result showed that the XGBoost model provides the highest predictive performance in identifying LTFU 

risk among tuberculosis patients [26]. 

This study aims to develop a prediction model for the duration of treatment for new cases of 

Pulmonary TB patients by adding medication compliance parameters using the ensemble method. The 

novelty is in predicting the length of treatment time for new cases of pulmonary TB patients, both for 

Smear-Negative and Smear-Positive Pulmonary Tuberculosis, with the addition of drug compliance 

parameters, using the development of ensemble methods. Ensemble methods have not been widely used 

for categorical datasets with compliance parameters. The medication adherence parameters used in this 

study are the number of medications swallowed in Phase I and Anti-Tuberculosis drug compliance in 

Phase I. The prediction model can be used as an early warning for a patient. 

2. METHOD 

This research uses the Cross-Industry Standard Process for Data Mining (CRISP-DM) 

methodology, as presented in Figure 1. CRISP-DM has six stages; the first stage, Business 

Understanding, has already been completed. At this stage, a literature study was conducted to find 

research gaps in predicting the treatment period of pulmonary tuberculosis patients. After that, an 

interview was conducted with the Management of the Jakarta Respiratory Center at the Indonesian 

Tuberculosis Disease Eradication Association (JRC-PPTI). The aim is to identify the research problems 

and objectives. The output of this stage is the formulation of research problems and objectives. The 

following activities to be carried out are described below. 
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Figure 1. Research Methodology 

2.1. Data Understanding 

At this stage, the collection and validation of the collected data is carried out. Data was taken 

from the Jakarta Respiratory Center at Perkumpulan Pemberantasan Tuberkulosis Indonesia (JRC- 

PPTI) South Jakarta. The dataset used is the Medical Record Data of new cases of Pulmonary TB 

Patients, including the type of Smear-Positive Pulmonary Tuberculosis (SPPT) and Smear-Negative 

Pulmonary Tuberculosis (SNPT), with a minimum age category of 15 years, and have been declared 

cured (for SPPT) or completed treatment (for SNPT) and the addition of medication compliance 

parameters, both cases of compliant and non-compliant patients. These parameters were determined 

with guidance from a doctor. After the data were collected, a doctor validated the data. 

2.2. Data Preparation 

At this stage, the dataset will be prepared by conducting data reduction, cleaning, transformation, 

and feature selection using the wrapper method, filter method, and information gain. The output of this 

stage is a dataset ready for the modeling stage. 

2.3. Modeling 

In the modeling phase, datasets with and without medication adherence parameters were 

compared to prove which dataset performed better. Then, several multi-classifier algorithms (ensemble 

method) were explored to obtain the best-performing model. Those ensemble methods were Random 

Forest, Gradient Boosting, Voting, and Stacking using C4.5, Support Vector Machine (SVM), and 

Neural Network (NN). The output at this stage is the Prediction Model of the length of treatment of TB 

patients with the highest AUC value. 

2.4. Evaluation 

In this study, metrics are used to compare the models: accuracy, sensitivity, specificity, and AUC 

ROC [17], [27]. To understand these metrics, it is essential to define the composition of a confusion 

matrix: true positive (TP), true negative (TN), false positive (FP), and false negative (FN). Accuracy is 
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a performance metric that indicates how many samples were correctly classified about the whole: the 

ratio between the sum of TP and TN and the sum of all samples (1). Sensitivity (Recall) is an evaluation 

metric that describes how well a model correctly identifies positive classes (2). Specificity is an 

evaluation metric that shows how effective a model is in accurately classifying negative classes (3). The 

model with the highest sensitivity minimizes False Negatives. Receiver Operating Characteristic (ROC) 

curves are a popular way to visualize a binary classifier's tradeoffs between sensitivity and specificity. 

The ROC curve is plotted with sensitivity against its complement (1 − sensitivity) or False Positive Rate 

(FPR), where sensitivity is on the y-axis and FPR is on the x-axis. As the name suggests, the Area Under 

The Curve (AUC) ROC is the area underneath the entire ROC curve, representing the degree of 

separability between classes. The higher the AUC value, the better the model predicts class positive as 

class positive and class negative as class negative. 
 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 = 
(𝑻𝑷 + 𝑻𝑵) 

(𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵) 
(𝟏) 

 

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚 = 
𝑻𝑷 

 
 

𝑭𝑵 + 𝑻𝑷 
(𝟐) 

 

 
 

 
2.5. Deployment 

𝑺𝒑𝒆𝒔𝒊𝒇𝒊𝒄𝒊𝒕𝒚 = 
𝑻𝑵 

 
 

𝑻𝑵 + 𝑭𝑷 
(𝟑) 

A doctor validates the model at this stage to ensure the result is acceptable. 

3. RESULT 

3.1. Data Understanding 

The medical record dataset was successfully collected from 2020 to 2023. The number of records 

in the medical record dataset is 779 records and 44 attributes. The attributes used in this study are under 

the doctor's instructions. The difference is that this study included patients with failed final results and 

loss to follow-up. For the medication adherence parameter, the attributes of Initial Date of Receipt of 

Phase I Medication, Final Date of Receipt of Phase I Medication, Number of Swallowed Medications 

in Phase I, Anti-Tuberculosis Drug Compliance Phase I, Initial Date of Receipt of Phase II Medication, 

Final Date of Receipt of Phase II Medication, Number of Swallowed Medications in Phase II, Anti- 

Tuberculosis Drug Compliance Phase II were used. After the data is collected, the doctor carries out 

data validation. 

3.2. Data Preparation 

After the doctor validates the data, pre-processing is carried out to produce a dataset ready to be 

modeled. This process includes data reduction, cleaning, transformation, and feature selection. The 

following is an explanation of each activity performed. 

Data Reduction. The reduction stage was performed by removing records and attributes 

(dimensionality reduction). First, 13 records of patients aged less than 15 years, four relapsed TB cases, 

and 23 former TB patients were deleted. Second, the attributes removed were Date of Registration, 

Village, Subdistrict, and Occupation because they were irrelevant to developing a prognosis model for 

the length of treatment of new Pulmonary TB patients. Furthermore, single-valued attributes were 

removed. The attributes MONTH 1 and Anti-Tuberculosis Drug 1 were removed because they only 
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contained the INITIAL FDC I. The attributes MONTH 3, Anti-Tuberculosis Drug 3, MONTH 4, and 

Anti-Tuberculosis Drug 4 were removed because they only contained CONTINUED FDC I. The result 

of this stage is a dataset with a single-valued attribute. The result of this stage was a dataset consisting 

of 34 attributes and 739 records. This deletion activity was carried out in consultation with the JRC- 

PPTI pulmonary doctor. 

Data Cleaning. At this stage, several missing values are handled. One patient data record does 

not have data on the Weight attribute. Then, it is filled with the average weight of all patients, which is 

49.5 kgs. One missing value at the Sputum attribute in the 5th Month is filled with the value Not 

Performed. At the Cough Duration attribute, 50 missing value records are filled in with the value No. 

Five missing values are filled in in the Temperature attribute with a median of 37. 

Data Transformation. The data transformation activities carried out are a generalization of 

attribute values and the formation of new attributes. First, the Duration of Cough attribute was 

generalized into three values: No, <2 weeks, and >=2 weeks. This follows the Guidelines for Diagnosis 

and Management in Indonesia, which states that the symptom of Pulmonary TB is a cough with phlegm 

for two weeks or more [5]. Coughing can be followed by additional symptoms, namely sputum mixed 

with blood, coughing up blood, shortness of breath, weakness, decreased appetite, decreased weight, 

malaise, night sweats without physical activity, and fever for over a month [1]. In the Comorbidities 

attribute, data containing diseases other than diabetes mellitus, HIV, and COVID-19 were generalized 

to None. This was done because the comorbid diseases in Pulmonary TB are diabetes mellitus, HIV, 

and COVID-19. In general, the duration of treatment for uncomplicated and comorbid pulmonary TB is 

six months. In extra-pulmonary TB and TB with comorbidities, treatment can take more than six months 

[1]. In the Initial Diagnosis attribute, data containing BE, Bronchitis, Acute Bronchitis, 

Bronchopneumonia, Chest Pain, Dyspepsia, Pleural Effusion, Hemaptoe, Lymphadenitis, Pleuritis, 

Pneumonia, Pneumoniathorax, COPD, Lung Tumor are generalized to Non-TB. Miliary TB is 

generalized to Extra Pulmonary TB. BTA Positive TB and Pulmo TB are generalized into BTA Positive 

Pulmonary TB. The Formation of a new attribute, namely the Length of Month of Treatment, used the 

formula by reducing the end of treatment date attributed to the final diagnosis date by units of months. 

Then, based on the Length of Treatment Month attribute, the Length of Treatment attribute is formed 

by generalizing the contents of the Length of Treatment column into 0-6 months and >6 months (2). In 

contrast to previous studies that divided the Length of Treatment class into 4, namely 0-6 months, >6-9 

months, >9-12 months, and >12 months [9]. 

After the data transformation process, there are two additional new attributes. So, at this stage, 

the total attributes are 36 attributes. Then, attribute reduction is carried out. The deleted attributes are 

the Date of Final Diagnosis and the date of End of Treatment because they have been transformed into 

the Length of Treatment Month. Then, the Length of Treatment Month attribute was deleted because it 

had been transformed into the Length of Treatment attribute. In addition, the attributes of Initial Date of 

Receipt of Stage I Medication, Final Date of Receipt of Stage I Medication, Initial Date of Receipt of 

Stage II Medication, and Final Date of Receipt of Stage II Medication were also deleted. So, at the end 

of this stage, the total attributes used were 22, namely Sex, Age, Duration of Cough, Phlegm, Blood, 

Fever >1 Month, Weight Loss, Loss of Appetite, Night Sweats, Shortness of Breath, Chest Pain, 

Comorbid, Ronchi, Temperature, Weight, Initial Diagnosis, Initial X-Ray, Initial Phlegm, Final 

Diagnosis, End of Intensive Phase, Number of Medications Swallowed Phase I, Anti-Tuberculosis 

Medication Compliance Phase I and Duration of Treatment. 

Feature Selection. At this stage, attribute selection is carried out to determine the correct number 

of attributes to produce the final diagnosis with the best accuracy. The attribute selection method used 

is the wrapper method. The wrapper method produces a selection of attributes that will produce the best 

accuracy when classified with a particular classifier. In this study, experiments were conducted with 
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multi-classifiers (ensemble method), Random Forest (Bagging), Gradient Boosting (Adaboost), Vote 

(C4.5, SVM, and NN), and Stacking (C4.5, SVM, and NN). In addition, filter and information gain 

methods were used. Validation is done with 10-fold cross-validation. Table 1 shows the experimental 

results of the feature selection techniques. 

 

Table 1. The experimental results of the feature selection techniques 

Feature Selection Method Number of 

attributes 

Attributes 

Wrapper Method – 

Baging (Random Forest) 

17 Age, Weight, End of Intensive, Temperature, Anti- 

Tuberculosis Drug Compliance I, Number of 

Medications Swallowed in Phase I, Sex, Comorbid, 

Night Sweats, Phlegm, Initial X-ray, Initial 

Diagnosis, Fever >1 Month, Chest Pain, Shortness of 

Breath, Ronchi, Weight Loss 

Wrapper Method – 

AdaBoost (Gradient 

Boosting) 

12 Age, Weight, Cough with Phlegm, Night Sweats, 

Ronchi, Temperature, Initial Diagnosis, Gender, 

Shortness of Breath, Fever >1 Month, Comorbid, 

Chest Pain 

Wrapper Method – Vote 

(C4.5, SVM, and NN) 

11 Age, Weight, Anti-Tuberculosis Drug Compliance I, 

Temperature, Initial X-ray, Fever >1 Month, Gender, 

Ronchi, Cough with Blood, Duration of Cough, End 

of Intensive 

Information Gain 6 Anti-Tuberculosis Drug Compliance I, Fever >1 

Month, Number of Medications Swallowed in Phase 

I, End of Intensive, Cough with Phlegm, Initial 

Diagnosis 

Filter Method 21 Number of Medications Swallowed in Phase I, 

Weight, Anti-Tuberculosis Drug Compliance I, age, 

Comorbidities, End of Intensive Care, Temperature, 

Initial X-ray, Fever >1 Month, Gender, Final 

Diagnosis, Initial Phlegm, Weight Loss, Coughing 

up Blood, Night Sweats, Shortness of Breath, 

Ronchi, Coughing Up Phlegm, Duration of Cough, 

Decreased Appetite, Chest Pain 

 

In Table 1, the attributes often selected in all feature selection techniques performed are Age, 

Weight, Initial Diagnosis, End-of-Treatment Sputum, End-of-Treatment X-ray, Number of Medications 

Swallowed in Phase I, and Anti-Tuberculosis Drug Compliance Phase I. 

3.3. Modeling 

The best accuracy level is tested at this research stage by comparing several classifiers and 

datasets with or without the drug compliance parameter. Some algorithms used for comparison are 

Random Forest (RF), Gradient Boosting (GB), Vote with C4.5, SVM, and NN classifiers, and Stacking 

with C4.5, SVM, and NN classifiers. The compliance parameters used are the number of medications 

swallowed in Phase I, Anti-Tuberculosis Drug Compliance Phase I, the number of medications 

swallowed in Phase II, and Anti-Tuberculosis Drug Compliance Phase II. Exploration of this data was 
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Comparison of Model Accuracy and AUC 

80 

70 

60 

50 

40 

30 

20 

10 

0 

without medication adherence parameters 

with medication adherence parameters 

carried out to compare the level of accuracy obtained from several classifiers. The validation method 

used 10-fold cross-validation. The model accuracy and AUC comparison results are presented in Table 

2 and visualized in Figure 2. 

 

Table 2. Comparison of Model Accuracy and AUC using a Dataset with or without Medication 

Adherence Parameters 

Dataset 
 Accuracy  AUC    

RF GB Vote Stacking RF GB Vote Stacking 

without 

medication 

adherence 

parameters 

 

62,64 

 

58,99 

 

62,65 

 

57,52 

 

66,3 

 

67,6 

 

64,3 

 

57,3 

with 

medication 

adherence 

parameters 

 

64,40 

 

61,44 

 

62,79 

 

59,68 

 

68,0 

 

71,6 

 

66,6 

 

59,6 

 

 

 

 

 

 

 

 

 

 

 

 

 

RF GB Vote Stacking RF GB 
 

 

AUC 

Vote Stacking 

 Accuracy  

 

 

 

Figure 2. Comparison of Model Accuracy and AUC in terms of Dataset with or without 

medication adherence parameters 

 

From Figure 2, it can be concluded that, in general, in the dataset with the addition of medication 

adherence parameters (the orange line), all classifiers have better performance in terms of accuracy and 

AUC. Thus, in the modeling phase, the dataset with the addition of the medication adherence parameter 

is used. 

After experimenting with several feature selection methods on 739 medical records of 

tuberculosis patients, several datasets with several classifiers were explored. The five datasets explored 

were the dataset resulting from feature selection with wrapper method (Bagging, AdaBoost, and Vote), 

the dataset resulting from feature selection with filter method, and the dataset resulting from feature 

selection with information gain. 
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Table 3. Comparison of Accuracy and AUC of Several Datasets 

Datasets 
 Accuracy   AUC  

RF GB Voting Stacking RF GB Voting Stacking 

FS-RF 60.89 56.16 56.16 56.16 61.33 56.68 56.68 56.68 

FS-Adaboost 55.34 51.01 51.01 51.01 55.23 49.99 49.99 49.99 

FS-Voting 57.77 51.97 51.97 51.97 58.00 51.60 51.60 51.60 

FS-Filter 59.67 57.11 57.11 57.11 59.66 57.88 57.88 57.88 

FS-Information Gain 57.23 61.43 61.43 60.22 57.61 63.11 63.11 61.68 

 

First, the experiments were conducted using the dataset of attribute selection results of the 

Wrapper method with Random Forest, AdaBoost, Voting, and Filter Methods. The Random Forest 

Model obtained the highest performance (see Table 3). The last experiment used the dataset of feature 

selection results with information gain. Voting and gradient boosting obtain the highest accuracy and 

AUC. However, the model with the best performance has not been obtained. AUC values below 70 

indicate that the model is in the poor classification. Random Forest shows the best performance on the 

feature selection dataset with the wrapper and filter methods compared to other models. Gradient 

Boosting performs similarly to Voting (C4.5, SVM, and NN) on the feature selection dataset with 

information gain. 

3.4. Evaluation 

The model was evaluated using four test parameters: accuracy, sensitivity, specificity, and 

AUC. The model with the highest sensitivity minimizes False Negative. Sensitivity is the ability of the 

model to detect positively labeled data correctly, that is, 0-6 months. Meanwhile, specificity is the ability 

of the model to detect negative-labeled data correctly, which is more than six months. 

Table 4 shows that the highest sensitivity value is Gradient Boosting and Voting in the feature 

selection dataset with information gain, which is 94.75%. This means that the model can correctly 

predict the class of treatment duration of 0-6 months in 94.75% of all cases of treatment duration of 0- 

6 months. However, the specificity value shows that the model can only predict the class of treatment 

duration >6 months, which is very low, at 31.46%. 

 

Table 4. Model Evaluation 

Model Test Size AUC Accuracy Sensitivity Specificity Attributes 

Gradient 

Boosting 

and Voting 

with Dataset 

FS 

Information 

Gain 

10-fold 

Cross 

Validation 

63,11 61,43 94,75 31,46 Anti-Tuberculosis Drugs 

Compliance Phase I, Fever 

>1 Month, Number of 

Medications Swallowed in 

Phase I, End of Intensive, 

Cough with Phlegm, Initial 

Diagnosis 

Stacking 

with dataset 

FS 

Information 

Gain 

Split data 

70-30 

65,47 63,96 93,33 37,61 Number of Medications 

Swallowed in Phase I, End 

of Intensive, Anti- 

Tuberculosis Drugs 

Compliance Phase I, Initial 

X-ray, Final Diagnosis, 

Initial Diagnosis 
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3.5. Deployment 

At this stage, the doctor validates the prediction results from the best model. The results of the 

doctor's analysis are related to low specificity because the dataset used has not specifically differentiated 

the drug dose for each patient. This study only used the number of swallowed medications in phase I. 

Therefore, the amount of medication swallowed is not sufficient to indicate patient compliance in 

swallowing medication. So, additional parameters are needed to determine whether a patient takes 

medication every day or intermittently. 

Based on the attributes selected for building the model, as presented in Table 4, the doctor 

approved the attributes resulting from the stacking model using information gain. Those are the Number 

of Medications Swallowed in Phase I, End of Intensive, Anti-Tuberculosis Drugs Compliance Phase I, 

Initial X-ray, Final Diagnosis, Initial Diagnosis. 

4. DISCUSSION 

Previous research [9] used 596 record TB patients to predict the period of TB treatment with 

four classes, namely 0-6 Months, >6-9 Months, >9-12 Months, and >12 Months. C4.5 model obtained 

74.33%. The problems related to the dataset are the unbalanced class and the inability to use medication 

adherence parameters. Therefore, the following research was conducted [11] using 500 TB patient 

records with two classes, 0-6 Months and >6 Months. Medication adherence parameters were the 

Number of Medications Swallowed in Phase I, Anti-Tuberculosis Drugs Compliance in Phase I, the 

Number of Medications Swallowed in Phase II, and Anti-Tuberculosis Drugs Compliance Phase I. The 

study used feature selection results with the filter method, namely the attributes of Comorbidities, 

Number of Medications Swallowed in Stage I, Sputum Test at the end of the treatment period, Number 

of Medications Swallowed in Stage II, and Duration of Treatment as class attributes. Gradient Boosting 

model got the best performance with 79,6% accuracy and 62,5 AUC. This performance is because the 

dataset in this study used 100% data from adherent patients (patients participating in the DOTS 

program). Thus, this study used a dataset that included patient data with the final results of failure and 

treatment discontinuation (loss to follow-up). Unfortunately, the result of this study shows that the 

model is still in poor classification based on the AUC and accuracy. Even though the model sensitivity 

is high, the specificity is very low. This means the model only performs better predicting the positive 

class (0-6 months). 

The low performance of the model is likely due to a misunderstanding of the number of 

medication adherences that are not accompanied by information on whether the patient should take the 

medication every day or not (intermittent). So, collecting information related to each patient's dose is 

necessary. In addition, according to the research roadmap, future research will be made to improve 

model performance with parameter tuning on the ensemble method or by using a voting weighting 

technique [19], using ensemble deep learning [24], or analyzing factors associated with loss to follow 

up before and after treatment [4]. Previous research in the health domain has proven that educational 

background has no relation to medication adherence, but motivation has [28]. Meanwhile, the risk 

factors highlight the importance of targeted interventions, which could significantly improve treatment 

adherence and patient outcomes [4]. 

Despite the low performance of the model, this study can be a reference in developing a 

prediction model for the duration of treatment for new cases of pulmonary TB patients by adding 

medication adherence parameters using the ensemble method. This study proves that adding medication 

adherence parameters can improve model performance. This prediction model for the duration of 

treatment for new cases of TB patients can be developed into an early warning-based patient monitoring 
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system. Thus, it is expected to help achieve the target of eliminating Tuberculosis in 2030 to reduce the 

death rate by 90% compared to 2019. 

5. CONCLUSIONS 

The addition of medication adherence parameters has been proven to improve model 

performance. Unfortunately, the results of model exploration with feature selection datasets have not 

achieved the best performance. The results of the doctor's analysis are related to low specificity because 

the dataset used has not specifically differentiated the drug dose for each patient. The medication 

adherence parameters used in this study are the number of medications swallowed in Phase I and Anti- 

Tuberculosis Drug Compliance in Phase I. Therefore, the amount of medication swallowed is not 

sufficient to indicate patient compliance in swallowing medication. Besides, this research dataset 

includes patient data with the final results of failure and treatment discontinuation (loss to follow-up). 

This means that those patients are in the 0–6-month class. So, future research needs to add other 

attributes to describe a patient's medication compliance and improve the model's performance. 
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