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Abstract 

 The Ibu Kota Nusantara (IKN) relocation project aims to equalize economic development and reduce the burden on 

Jakarta, but has elicited mixed reactions from the public, including both support and opposition. Therefore, this 

study applies machine learning-based sentiment analysis, using Logistic Regression to explore public opinion on 

the relocation, and leveraging social media data from platform X to gain insights into information, opinions, and 

public reactions. The Textblob, VADER, and SentiWordNet labeling methods employ a majority vote of the three 

labels to determine the final label. In order to achieve data balance, SMOTE is employed in this study. Moreover, 

this study applies a combination of preprocessing, N-gram, and TF-IDF to illuminate the impact of this 

combination on model performance. The results indicate that the combination of preprocessing Scenario 3 with 

unigram, bigram, trigram, and TF-IDF feature extraction yields the best performance, achieving a precision of 

0.7641, recall of 0.7767, F1-score of 0.7634, and accuracy of 0.7641. This research demonstrates the efficacy of 

proper preprocessing and feature extraction in enhancing the performance of the Logistic Regression model for 

sentiment classification, thereby contributing to the analysis of public opinion on IKN policy regarding other issues 

in the future. 
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1. INTRODUCTION 

The relocation of the Indonesian capital from Jakarta to Kalimantan as the Ibu Kota Nusantara 

(IKN) is carried out to accelerate Indonesia's economic equality, reduce development inequality, and 

create jobs [1]. The move is also expected to ease the burden on Jakarta, including welfare, health, and 

environmental issues such as congestion, air pollution, flooding, clean water shortages, crime, and 

land subsidence[2] [3]. The relocation plan has been under discussed the era of since Indonesia's first 

president Soekarno's era and continued until President Susilo Bambang Yudhoyono's era, and finally 

received serious attention under the leadership of President Joko Widodo's [4]. The process of 

relocating the capital also involves several stages of good planning, such as feasibility studies, 

infrastructure planning, public consultation, and stakeholder involvement [5]. While the relocation of 

the capital city was well intentioned, it still triggered many public responses and discussions on 

support and opposition, as the project was underway. This indicates the necessity of comprehending 

public sentiment, as it exerts a substantial influence on the public's perspective regarding the decision 

to relocate the capital city[6]. With this understanding, the government can gain valuable insights to 

predict public views, craft more appropriate responses, prevent potential conflicts, and make wiser 

decisions in the future [7]. Therefore, this research is conducted to analyze the public sentiment related 
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to the policy of relocating Indonesia's capital policy using sentiment analysis based on machine 

learning. 

In the digital era, social media has become the primary means of communication for individuals 

to express their views and opinions [8][9]. One such platform is X, formerly known as Twitter. X is a 

social media that allows its users to write and express opinions or actions through tweets [10][11]. The 

hashtag and keyword features help users find the latest information on trending topics [12][13]. This 

research will therefore utilise tweet data on the X platform to explore information, understand 

opinions, and public reactions to IKN policies. 

The background of the problem, to find out and analyze tweets related to IKN, sentiment 

analysis research is carried out. Sentiment analysis is a technique in Natural Language Processing 

(NLP) that employs machine learning to identify and categorize emotions, opinions, or perspectives in 

text as negative [14][15][16]. This research uses Logistic Regression (LR), a common machine 

learning method for text classification and sentiment analysis [17]. Logistic Regression is a 

classification algorithm used for sentiment analysis and produces positive or negative classes [18][19]. 

Logistic Regression produces The most effective sentiment prediction evaluates accuracy, recall, 

precision, and F1-score using the N-Gram and TF-IDF methods [20]. The classification approach that 

results in consistent test results is Logistic Regression [21]. In addition, Logistic Regression provides 

class probabilities that can help in strengthening sentiment analysis results [22][23]. 

There are several studies that have conducted sentiment analysis using the Logistic Regression 

method. Previous research [17] shows that Logistic Regression with TF-IDF using VADER labeling 

has an accuracy of 85.22%, superior to KNN Textblob 73.64% in sentiment analysis of the Covid-19 

vaccine. The study found that the highest accuracy of the three classification models, LR, SVM and 

NNB, was 86.54% for bigram [23]. Research by Ramadhon et al. [24] sentiment analysis of capital 

city relocation using N-grams with bigram and K-Nearest Neighbor reached accuracy of 66%. Twitter 

data on capital city relocation used TF-IDF and three algorithms [25]. The findings revealed that the 

SVM algorithm exhibited the highest accuracy, at 97.72%, in comparison to Logistic Regression and 

KNN. Sinha et al. [26] discussed sentiment analysis regarding the conflict between Russia and 

Ukraine by comparing methods between KNN, Decision Tree and Logistic Regression with the results 

obtained accuracy of 88.89%, 90.45%, and 94.58%. Research by Wahyuningsih et al. [27] compared 

LR, NB, and random forest algorithms to predict students' reasoning using data sources from Kaggle, 

LR has the highest accuracy of 94.34%. 

Previous research has discussed sentiment analysis, but no one has specifically focused on the 

topic of IKN using the Logistic Regression method. Previous studies focused on comparisons between 

methods or on a single type of simple feature extraction. This study differs from previous studies 

because this study uses logistic regression by applying three labeling techniques and testing different 

combinations of data preprocessing and feature extraction methods. This combination is done to 

explore and identify the most effective approach for generating sentiment classification using Logistic 

Regression related to IKN topics. 

This research is aims to analyze the sentiment of the public over the capital relocation policy of 

the Indonesian government through the application of machine learning. The present study utilizes a 

machine learning algorithm, specifically Logistic Regression. During the analysis process, a 

combination of preprocessing and feature extraction is employed to ascertain the most effective 

approach for conducting sentiment analysis of public opinion concerning the relocation of the National 

Capital. It is from this approach that this research is expected to contribute to an understanding of the 

perception and dynamics of public opinion towards the policy 
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2. METHOD 

The following figure illustrates the research process for sentiment classification of tweets 

regarding the IKN topic on social media X, which outlines the stages from data collection to model 

evaluation. The initial stage of the process involves the collection of data from X. The data then 

undergoes preprocessing, where the data is already labeled using TextBlob, VADER, and 

SentiWordNet. The next step is to divide the data into training and test data, followed by feature 

extraction using a combination of N-gram and TF-IDF. If the training data is imbalanced, SMOTE is 

used. The process ends with the creation and evaluation of the model. 

 

 

Figure 1. Research Workflow 

 

2.1. Data Collection 

The data employed in this study were derived from social media tweets on the X platform. The 

data was extracted using APIs and tokens on X, employing the Python programming language, with 

the keywords “IKN”, “Ibu Kota Baru”, and “Ibu Kota Nusantara”. A total of 7,077 rows of data were 

collected, starting in February 2024, after Jakarta lost its status as Indonesia's state capital on February 

15, and continuing until September 2024. However, the data collection was not conducted 

continuously throughout each month, resulting in an uneven distribution of collection periods. 

2.2. Data Labeling 

In this process, tweet labeling is conducted by three annotators, using Textblob, VADER, and 

SentiWordNet. The final label is determined by a majority vote of the three annotators. 

2.2.1. Textblob 

TextBlob is a Python module that facilitates text analysis and utilizes the Natural Language 

Toolkit (NLTK) to calculate sentiment scores[17], [28]. An averaging technique is applied to compute 

a popularity score for the entire text. The resulting score is expressed on a scale of -1 to 1, the value -1 

is indicative of negative sentiment, whereas +1 is indicative of positive sentiment. The following is 

equation (1) for the TextBlob labeling process [29]. 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑖𝑓 0 < 𝑠𝑐𝑜𝑟𝑒 ≤ 1 

 

 
2.2.2. VADER 

𝐿𝑎𝑏𝑒𝑙 = {𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑖𝑓 − 1 ≤ 𝑠𝑐𝑜𝑟𝑒 < 0 

𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝑖𝑓 𝑠𝑐𝑜𝑟𝑒 == 0 
(1) 

VADER (Valence Aware Dictionary and Sentiment Reasoner) is a sentiment analysis that 

employs a synthesis of many sentiment lexicons, these are classified by semantic orientation, which 

can be positive or negative [17]. VADER identifies the emotional tone of text written in everyday 
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language, making it a valuable resource for social media texts, reviews, and online comments [28]. 

The following is equation (2) for the VADER labeling process [29]. 
 

 

 

 

2.2.3. SentiWordNet 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑖𝑓 𝑠𝑐𝑜𝑟𝑒 ≥ 0.05 

𝐿𝑎𝑏𝑒𝑙 = { 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑖𝑓 𝑠𝑐𝑜𝑟𝑒 ≤ −0.05 

𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝑖𝑓 − 0.05 < 𝑠𝑐𝑜𝑟𝑒 < 0.05 

 
(2) 

SentiWordNet is a lexicon used for automatic analysis of sentiment in textual data. 

SentiWordNet creates synsets (sets of synonyms) [28]. The synset is associated with a positive and 

negative popularity score. A synset represents a set of words with similar meanings. The following is 

equation for the SentiWordNet labeling process [30]. 

 

𝑠𝑦𝑛𝑠𝑒𝑡𝑠𝑐𝑜𝑟𝑒 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠𝑐𝑜𝑟𝑒 − 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠𝑐𝑜𝑟𝑒 (3) 
∑ 𝑠𝑦𝑛𝑠𝑒𝑡𝑠𝑐𝑜𝑟𝑒 

∑ 𝑇𝑜𝑘𝑒𝑛𝑠 
(4) 

 

 

2.3. Exploratory Data Analysis 

𝑜𝑣𝑒𝑟𝑎𝑙𝑙𝑆𝑐𝑜𝑟𝑒  > 0 ∶ "𝑝𝑜𝑠𝑡𝑖𝑣𝑒" (5) 

𝑜𝑣𝑒𝑟𝑎𝑙𝑙𝑆𝑐𝑜𝑟𝑒  < 0 ∶ "𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒" (6) 

Exploratory Data Analysis (EDA) is an important process for overview, study pattern, and 

identify trends from the data from the data used in the early stages of data analysis [31]. The purpose 

of EDA is to understand the data before using machine learning [31]. Furthermore, EDA also 

provides insight into the quality and characteristics of the data [31]. 

2.4. Preprocessing Data 

The process of data preprocessing entails the cleansing of tweet text to prepare it for subsequent 

use and processing. The objective is to enable the utilization of the data by other models or algorithms. 

The preprocessing stage is of particular importance in the context of sentiment analysis, particularly in 

the case of social media data, where users often provide informal, unstructured opinions that may be 

affected by typos and other forms of noise [32]. This research involved several scenarios with different 

types of preprocessing steps applied [33]. 

a. Case Folding is a method of converting characters in a string to uppercase or lowercase. It is 

employed to transform the entire text into lowercase. 

b. Cleaning is performed to preprocess the text data by removing all non alphabetic characters 

from the tweet, such as numbers, symbols, punctuation marks, and URLs. 

c. Tokenisasi is the process of parsing a sentence into its constituent words. 

d. Stopword Removal is a process of removes unimportant words from tweets. 

e. Normalization is the process of standardizing the text by correcting spelling variations and 

ensuring consistency in word forms. 

f. Lemmatization is the process of transforming words into their fundamental form. 

g. Stemming is a method that removes words modified by the insertion of affixes. 

2.5. Data Splitting 

This study use data partitioning to verify the model. The dataset is divided into two types, 80% 

for training data 20% for and testing data. Training data is employed for the purpose of learning and 

predicting labels, while testing data is used to assess the performance of the model following the 

learning process [34]. 
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𝑖=1 

2.6. N – Gram 

In this study, the data were initially divided and subsequently processed using N-gram. An N- 

gram is defined as an n-word subsequence of a text or string [35]. This study utilizes combination N- 

grams. The purpose of this N-gram application is to comprehend the context of the data by analyzing 

the sequence of words [36]. After the N-gram process, the results will be represented numerically with 

TF-IDF. 

2.7. TF - IDF 

TF-IDF (Term Frequency-Inverse Document Frequency) is a technique used to assess the 

importance of a word in a document or sentence [37][38]. TF-IDF is employed for the purpose of 

assigning weights to individual words, wherein the weight of a given word is determined by the 

frequency with which it appears in a given document. TF assesses the significance of frequently 

occurring terms inside a text, while IDF evaluates the prevalence of a certain word across several 

documents [39][40]. The formula for TF-IDF[20]. 
 

1. The TF value calculation is based on the formula (7). 

𝑇𝐹 = 
 nt,j  

Document word total 

nt,j = Frequency of term (t) in document (j) 

2. The IDF value calculation is based on formula (8). 

 

(7) 

𝐼𝐷𝐹 = 𝑙𝑜𝑔(  𝐷  + 1) (8) 
𝐷𝐹𝑤 

D = The overall count of documents in the dataset. 

𝐷𝐹𝑤 = The count of documents where the word (w) appears. 

3. TF-IDF value calculation is based on formula (9). 

(𝑇𝐹 − 𝐼𝐷𝐹)𝑡,𝑗 = 𝑇𝐹𝑡 (𝐷𝑗) × 𝐼𝐷𝐹𝑡 (9) 

 

2.8. SMOTE 

Synthetic Minority Oversampling Technique (SMOTE) is used when a dataset is uneven or 

imbalanced. This method offers several advantages, including its ability to address issues related to 

data imbalance, minimize prediction errors, and prevent machine learning overfitting models [41]. 

SMOTE is an oversampling technique to address the sample data for the minority class [42]. The 

formula SMOTE [43], 𝑌′ represents synthetic data generated for the minority class, where 𝑌𝑖 is a 

sample from the minority class, 𝑌𝑗 is a randomly selected k-nearest neighbor of 𝑌𝑖, and 𝛾 is a random 

value between 0 and 1. 

𝑌′ = 𝑌𝑖 + (𝑌𝑗 − 𝑌𝑖) ∗ 𝛾 (10) 
 

2.9. Logistic Regression 

Logistic Regression uses a sigmoid function to generate probabilities [17]. Variables in the form 

of input that represents the feature vector [𝑥1, 𝑥2, . . . . , 𝑥𝑛 ] and the output of the classification is 

either 1 or 0. When the feature represents the number of words in a document, 𝑃(𝑦 = 1 ∣ 𝑥) is 

probability of the document having a positive sentiment, and 𝑃(𝑦 = 0 ∣ 𝑥) is probability of the 

document having a negative sentiment is represented by the value. The following is the formula for 

Logistic Regression [22]. 

𝑧 = (∑𝑛 𝑤𝑖 𝑥𝑖 ) + b (11) 
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In equation (11), 𝑥𝑖 multiplied by each weight 𝑤𝑖 plus a bias term b where the weight 𝑤𝑖 represents 

how important the input feature is to the positive or negative classification decision. There is a similar 

formulation to equation (11) which is equation (12). 

𝑧 =  w . x + b (12) 

To create a probability, input z through the sigmoid function (13). 

ƒ(z) = 
1 

1 + 𝑒−𝑧 (13) 

 

2.10. Confusion Matrix 

Confusion matrix evaluates a model's performance on test data by comparing its predictions 

with the actual values [25]. Confusion matrix has 4 part values which can be seen in Table 1 [17]. 

Table 1. Confusion Matrix 

Predicted 

Actual Positive Negative 

Positive True Positive (TP) False Negative (FN) 
 Negative  False Positive (FP)  True Negative (TN)  

 

This research uses accuracy, precision, recall, and F1-score. Accuracy measures the model's 

overall ability to recognise data [44]. Precision helps ensure the positive predictions the model makes 

are correct [44]. Recall focuses on how much positive data was successfully recognized [44]. 

Especially when the data is unbalanced, the F1-score to provide a balanced evaluation. Formula for 

calculating the performance of the metrics [45]. 

1. Accuracy of a model is determined by its efficacy in classifying data as either positive or 

negative. The accuracy calculation is calculated based on the formula (14). 

Accuracy =  (𝑇𝑃+𝑇𝑁)  

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁) 
(14) 

2. Precision is a calculation used to determine the effectiveness of the model in identifying 

positive label predictions. The precision calculation is calculated based on the formula (15). 

Precision =   𝑇𝑃  

𝑇𝑃+𝐹𝑃 
(15) 

3. Recall is a calculation that determines the percentage of positive cases correctly identified as 

positive. The recall calculation is based on the formula (16). 

Recall =  𝑇𝑃  

𝑇𝑃+𝐹𝑁 
(16) 

4. F1-Score is a calculation used to determine the average comparison of precision and recall. 

The calculation of f1- score is calculated based on formula (17). 

 

 

3. RESULT 

F1 – Score = 2 × 
 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)  

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙) 
(17) 

3.1. Data Collection and Data Labeling 

The dataset comprised 7,077 tweets collected from February 2024 to November 2024, following 

the relocation of IKN. This research employs Indonesian tweet data containing the keywords "IKN," 

"Ibu Kota Baru," and "Ibu Kota Nusantra”. The final label is the most frequent of the three sentiment 

labels from TextBlob, VADER, and SentiWordNet. The following example illustrates the data 

labeling procedure, and the initial data samples in Table 2. 
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Table 2. Example Dataset 

 Annotator  

Teks Textblob VADER SentiWordNet Label 

@EllyKoro Kl masy ada dayak marah slesai 

dah tu IKN bakal jd hambalang jilid 2 dan jd 

kota hantu selamanya 

Negative Negative Positive Negative 

@meraaahputiiih Progres IKN menciptakan 

momentum positif untuk pertumbuhan 

ekonomi dan pembangunan. 

Positive Positive Positive Positive 

IKN bukan hanya ibu kota baru tapi simbol 

pemerataan ekonomi untuk Indonesia 
Positive Negative Negative Negative 

@Simanjunta9Nico @m1n4_95 Indonesia 

malah bikin ibu kota baru.... 
Positive Negative Positive Positive 

IKN dongkrak ekonomi kalimantan Negative Positive Negative Negative 

Table 2 displays a sample dataset annotated with TextBlob, VADER, and SentiWordNet. The 

final label is determined based on the most votes from the three methods. However, as shown in Table 

2, the labeling results do not fully align with the context or the actual meaning of the tweets. 

Specifically, there are tweets that should be labeled positive but are labeled negative, and vice versa. 

This indicates that the method used still has weaknesses, even though it involves three annotators. 

3.2. Exploratory Data Analysis 

The next stage of the process was the EDA, which is conducted with the aim of understanding 

the tweet data. The EDA conducted in this study includes distribution of sentiment, the frequency of 

words, the distribution of tweet length, and the visualization of the data. 

3.2.1. Sentimen Distribution 

The Sentiment Distribution stage is conducted to ascertain whether the distribution of positive 

or negative sentiment categories is balanced or imbalanced within the dataset. The results of the 

sentiment distribution are presented in Table 3. 

Table 3. Sentiment Data Distribution 

Sentiment Total Percentage 

Positive 3,661 52% 
 Negatie  3,416  48%  

 

As shown in Table 3, following the official decision on 15 February 2024, the majority of 

people expressed support for the relocation and development of the IKN. A total of 52% of 

respondents expressed support for the relocation and development of IKN, while 48% indicated 

opposition or disagreement. These findings provide insight into the public's perceptions of the 

Indonesian government's policies. 

 

3.2.2. Word Frequency 

This word frequency step is to calculate the frequency of words in order to identify trends and 

patterns of words that appear frequently in tweets pertaining to IKN topics. The results of the word 

frequency analysis are presented in Table 4 for data with the keywords "IKN" and "Ibu Kota 

Nusantara", and in Table 5 for data with the keyword "Ibu Kota Baru". 
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No Word Frequency 

1. ikn 5,466 

2 di 2,620 

3 dan 1,501 

4 yg 1,460 

5 yang 1,002 

6 ke 972 

7 itu 886 

8 kota 803 

9 ada 789 

10 ini 682 

 

No Word Frequency 

1. kota 1,374 

2 ibu 1,314 

3 baru 1,159 

4 di 676 

5 ikn 434 

6 dan 418 

7 yang 388 

8 nusantara 286 

9 yg 251 

10 akan 221 

 

Table 4. Word Frequncy with IKN Table 5. Word Frequency with Ibu Kota Baru 
 

 

Table 4 and Table 5 demonstrate that the most frequently occurring word for the keyword 

"IKN" is "ikn," with a frequency of 5,466. As for "Ibu Kota Baru", the most frequent words are "kota" 

and "ibu" with a frequency of 1,374 and 1,314 respectively. Additionally, there are numerous other 

words, such as "di", "ke", and similar terms, that are dominant in both tables. These words lack 

specific meanings but are utilized to link sentences and organize opinions in tweets. This table is 

beneficial for elucidating word usage patterns in tweets pertaining to the subject of IKN. 

3.2.3. Distribution of Tweet Lengths 

The tweet length distribution stage aims to measure the length of tweets related to the IKN 

topic, so as to provide an understanding of how people express their opinions. For results, the tweet 

length distribution is shown in Figure 2 and Figure 3. 

 

 

Figure 2. Distribution Tweet with IKN 

 

 
Figure 3. Distribution Tweet with Ibu Kota Baru 

 

As shown in Figures 2 and 3, the distribution of tweet length with the keyword "IKN" displays a 

tendency for users to express opinions on the platform in compact tweets, the highest frequency is 

observed in the range of 10–15 words, with 1,201 tweets, followed by the range of 5–10 words, 

with 1,103 tweet. Similarly, the distribution of tweet length for the keyword “ibu kota baru" exhibits 

the same pattern, with the highest frequency in the 10-15 word range with 304 tweets, though the total 

frequency is lower. Overall, the keyword "IKN" is more frequently used than "Ibu Kota Baru" to 

express opinions, and the dataset contains tweets with varying lengths, ranging from short to long. 

3.2.4. Word Clouds 

The word cloud stage was performed to visualize the most frequently occurring words related to 

the IKN topic. However, words that already exist in Tables 4 and 5 are not displayed in the word 

cloud. Word cloud results in Figure 4 and Figure 5. 
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Figure 4. Word Clouds Sentiment Positive 
 

Figure 5. Word Clouds Sentiment Negative 

 

Based on the word cloud in Figures 4 and 5, the frequent appearance of words such as 

"pembangunan", "bisa", "buat", and "mau" in positive sentiment indicates the public's hope for the 

development of IKN, especially in terms of bringing progress and benefits to Indonesia. In contrast, 

the negative sentiments are characterised by the frequent appearance of words such as "ga", "tidak", 

"pindah", "karena", and "proyek" which reflect disapproval and doubt about the capital move plan. 

The use of the words "ga", "tidak", and "gak" indicates a rejection, whereas terms such as "bukan" and 

"malah" underscore the view that this project is not seen as the primary solution to the main issue. This 

highlights a divergence in opinion, where positive sentiments are predominantly driven by hope and 

aspirations while negative sentiments are more in criticism and concern. 

3.3. Preprocessing Data 

The preprocessing performed in this study consists of several types. The sample data displayed 

after preprocessing is shown in Table 6. The preprocessing process ensures data is fit for purpose. This 

study employed five preprocessing scenarios: 

1. Scenario 1 : Case Folding, Cleaning, Tokenization. 

2. Scenario 2 : Case Folding, Cleaning, Tokenization, Stopword Removal. 

3. Scenario 3 : Case Folding, Cleaning, Tokenization, Normalization, Lemmatization. 

4. Scenario 4 : Case Folding, Cleaning, Tokenization, Stopword Removal, Stemming 

5. Scenario 5 : Case Folding, Cleaning, Tokenization, Stopword Removal, Normalization, 

Lemmatization. 

Table 6. Sample Preprocessing Text 

Preprocessing Before After 

Scenario 1 @meraaahputiiih Progres IKN 

menciptakan momentum positif untuk 

pertumbuhan ekonomi dan pembangunan. 

progres  ikn  menciptakan momentum 

positif untuk pertumbuhan ekonomi dan 

pembangunan 

Scenario 2 @meraaahputiiih Progres  IKN 
menciptakan momentum positif untuk 
pertumbuhan ekonomi dan pembangunan. 

progres ikn menciptakan momentum 
positif untuk pertumbuhan ekonomi 
pembangunan 

Scenario 3 @meraaahputiiih Progres IKN 

menciptakan momentum positif untuk 

pertumbuhan ekonomi dan pembangunan. 

progres ibu kota nusantara cipta 

momentum positif untuk tumbuh 

ekonomi dan bangun 

Scenario 4 @meraaahputiiih Progres IKN 
menciptakan momentum positif untuk 
pertumbuhan ekonomi dan pembangunan. 

progres ikn cipta momentum positif 

untuk tumbuh ekonomi bangun 

Scenario 5 @meraaahputiiih Progres  IKN 

menciptakan momentum positif untuk 
 pertumbuhan ekonomi dan pembangunan.  

progres ibu kota nusantara cipta 
momentum positif untuk tumbuh 
ekonomi bangun    
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3.4. Data Splitting 

The tweet dataset is split 2 parts, 80% training and 20% test. This division is done because the 

training data is used to train the model so that the model can recognize patterns from the data, while 

the test data is used to measure the performance of the model that has been made based on the training 

data. The results of the data separation are shown in Table 7. 

Table 7. Data Splitting Reults 
 

Data Positive Negative Total 

Training Data 2,925 2,736 5,661 

Testing Data 736 680 1,416 

 

3.5. Feature Extraction 

This feature extraction stage follows preprocessing and uses training and test data. Each word 

in the tweet is weighted with N-grams and TF-IDF to capture information about adjacent word pairs. 

In this study, 25 experiments were conducted with five preprocessing scenarios and five feature 

extractions N-grams and TF-IDF. The following combinations of feature extraction were tested : 

a. Combination 1 : Unigram + TF- IDF 
b. Combination 2 : Bigram + TF-IDF 

c. Combination 3 : Trigram + TF-IDF 

d. Combination 4 : Unigram + Bigram + TF-IDF 

e. Combination 5 : Unigram + Bigram + Trigram + TF-IDF 

3.5.1. N – Gram 

After obtaining the data from the preprocessing stage, the next step is to apply N-grams to 

detect adjacent word pairs. The sample results of the N-gram process of Scenario 1 are shown in Table 

8. 

Table 8. N – Gram Results 

N - Gram Word 

Unigram 'ikn', 'memajukan', 'bangsa' 

Bigram 'ikn memajukan', 'memajukan bangsa' 

Trigram 'ikn memajukan bangsa' 

Unigram + Bigram 'ikn', 'memajukan', 'bangsa', 'ikn memajukan', 'memajukan bangsa' 

Unigram+Bigram+Trigram 'ikn', 'memajukan', 'bangsa', 'ikn memajukan', 'memajukan bangsa', 'ikn 
 memajukan bangsa'  

3.6. SMOTE 

The data that is already in numerical form is subjected to SMOTE for training data after the N- 

gram and TF-IDF feature extraction phases. This is done to balance the data, as the data in this study is 

not balanced. The findings of SMOTE are presented in Table 9. 

Table 9. After SMOTE Results 

Training Data Before SMOTE After SMOTE 

Positive 2,925 2,925 

Negative 2,736 2,925 

3.7. Logistic Regression Model Performance 

The present study aims to evaluate the performance of the Logistic Regression algorithm using 

various combinations of feature extraction using sentiment classification. A confusion matrix 

evaluates a variety of scenarios, incorporating precision, recall, accuracy and the F1-score. This 
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experiment aims to find out which Scenario and feature extraction works best in the classification 

process. Table 10 shows the results of implementing Scenarios 1 to 5 with N-gram feature extraction 

and TF-IDF. 

Table 10. Evaluasion Results 
Preprocessing 

Scenario 

Combination Feature Extraction Precision Recall F1- 
Score 

Accuracy 

Scenario 1 
(Case Folding, Cleaning, 

Tokenization) 

Unigram + TF-IDF 0.7433 0.7434 0.7433 0.7436 

Bigram + TF-IDF 0.6389 0.6391 0.6389 0.6391 

Trigram + TF-IDF 0.6339 0.6156 0.5969 0.6081 
 Unigram + Bigram + TF-IDF 0.7329 0.7318 0.7321 0.7331 
 Unigram + Bigram + Trigram + TF - IDF 0.7368 0.7351 0.7354 0.7366 

Scenario 2 
(Case Folding, Cleaning, 

Tokenization, Stopword 

Removal) 

Unigram + TF-IDF 0.7159 0.7162 0.7159 0.7161 

Bigram + TF-IDF 0.6378 0.6365 0.6338 0.6342 

Trigram + TF-IDF 0.6236 0.5847 0.5422 0.5734 

Unigram + Bigram + TF-IDF 0.7219 0.7223 0.7217 0.7218 
 Unigram + Bigram + Trigram + TF - IDF 0.7182 0.7186 0.7181 0.7182 

Scenario 3 
(Case Folding, Cleaning, 
Tokenization, 
Normalization, 
Lemmatization) 

Unigram + TF-IDF 0.7425 0.7425 0.7425 0.7429 

Bigram + TF - IDF 0.6836 0.6838 0.6835 0.6836 

Trigram + TF - IDF 0.6328 0.6326 0.6313 0.6314 

Unigram + Bigram + TF - IDF 0.7619 0.7610 0.7613 0.7620 
 Unigram + Bigram + Trigram + TF - IDF 0.7641 0.7767 0.7634 0.7641 

Scenario 4 
(Case Folding, Cleaning, 

Tokenization, Stopword 

Removal, Stemming) 

Unigram + TF - IDF 0.7329 0.7333 0.7329 0.7331 

Bigram + TF - IDF 0.6396 0.6392 0.6376 0.6377 

Trigram + TF - IDF 0.6326 0.5941 0.5556 0.5833 

Unigram + Bigram + TF - IDF 0.7241 0.7240 0.7240 0.7246 
 Unigram + Bigram + Trigram + TF - IDF 0.7220 0.7219 0.7220 0.7225 

Scenario 5 
(Case Folding, Cleaning, 
Tokenization, Stopword 
Removal, Normalization, 
Lemmatization) 

Unigram + TF - IDF 0.7331 0.7334 0.7329 0.7331 

Bigram + TF - IDF 0.6719 0.6719 0.6709 0.6709 

Trigram + TF - IDF 0.6415 0.6412 0.6398 0.6398 

Unigram + Bigram + TF - IDF 0.7391 0.7394 0.7387 0.7387 
 Unigram + Bigram + Trigram + TF - IDF 0.7294 0.7298 0.7294 0.7295 

 

As illustrated in Table 10, the performance of the sentiment classification model is influenced 

by the preprocessing stage and the combination of feature extraction methods employed. Scenario 3, 

which incorporates unigram, bigram, trigram, and TF-IDF, yields the highest values for precision of 

0.7641, recall of 0.7767, F1-score of 0.7634 and accuracy of 0.7641. Although stopword removal was 

not implemented during the preprocessing phase, scenario 3 still had the highest performance. The 

findings of this research indicate that the absence of stopword removal yields superior outcomes in 

some cases compared to its use. This is evident from the comparison of Scenario 1 with Scenario 2, 

and Scenario 3 with Scenario 5. This finding indicates that stopword removal does not always improve 

model performance, because in some cases stopwords may contain important information [46]. 

Furthermore, Scenario 3, which extends Scenario 1, shows a significant improvement after 

incorporating normalization and lemmatization processes. While Scenario 1, which relied on basic 

preprocessing steps such as case folding, cleaning, and tokenization, performed reasonably well, the 

addition of normalization and lemmatization in Scenario 3 led to a substantial boost in accuracy. This 

improvement is due to the fact that normalization and lemmatization play a key role in text analysis by 

simplifying the text and reducing word variation, ultimately enhancing the model's ability to recognize 

patterns more easily [47]. 

The combination of unigram + bigram + trigram + TF-IDF has proven to yield optimal results, 

depending on the preprocessing scenario applied. This will definitely show the potential of this 

combination in the capturing of patterns and context in tweets about the IKN topic. Single word 

unigram, two consecutive word bigram, and three consecutive word trigram help the model understand 
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meaning or patterns within tweets. In contrast, bigram + TF-IDF and trigram + TF-IDF showed the 

worst performances for both cases of preprocessing, which may indicate that bigram and trigram 

solely are somewhat poor at capturing the pattern in tweets. But combined with unigram, bigram, and 

trigram could be much better in capturing the meaning and patterns in tweets, complex variation of 

words, and understanding of the relation between words. The finding signifies that the very best 

preprocessing including normalization and lemmatization along with feature selection is highly vital to 

improving the performance of the Logistic Regression model, for sentiment analysis in IKN related 

topics, during this work. 

Figure 6 shows a visualization of the model evaluation results for the different combinations of 

preprocessing and feature extraction, with a comparison of model performance based on precision, 

recall, F1 score, and accuracy metrics. This graph provides a clear picture of the performance of each 

combination and shows the combination that produces the best performance. 

 

 

Figure 6. Comparative Analysis of Preprocessing Scenarios and Feature Extraction Combinations 

 

The graphs generally demonstrate that the performance of the model is contingent upon the 

combination of features and scenarios employed. More complex feature combinations, such as 

unigram + bigram + trigram + TF-IDF, exhibit more stable and superior performance across all 

metrics in comparison to simple combinations. However, simple feature combinations, such as 

unigram + TF-IDF, also yielded optimal results. Conversely, the bigram + TF-IDF and trigram + TF- 

IDF feature combinations exhibited a consistent decline in performance across various metrics, 

suggesting that the effectiveness of bigram and trigram features is diminished.Scenario 3 demonstrated 

a notable advantage, consistently achieving the best results across different feature combinations, 

particularly in complex scenarios. 
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4. DISCUSSIONS 

There are several previous studies in Table 11 that focus on the same topic as this research, 

namely the relocation of the capital, conducted by Ramadhon et al. [24], Andi et al. [48], Nurharjadmo 

et al. [6], dan Muliawan et al. [49]. 

Table 11. Comparison of Studies on Capital Relocation 

Author Model Algorithm Feature Extraction Result 

Ramadhon et al. K-Nearest Neighbor N-Gram 66% with bigram 

Andi et al. CNN Word2Vec 70.3% 

Nurharjadmo et al. SVM, Decision Tree TF-IDF 85.78% with SVM 

Muliawan et al. Naïve Bayes, K-Nearest 
  Neighbor, Random Forest.  

- 65.26% with NB 

 

This study highlights significant differences compared to previous research, such as [24], [48], 

[6], and [49] particularly in the choice of model algorithms and the techniques employed for feature 

extraction. In addition, this study employs a dataset from 2024. The labeling technique employs three 

annotators and a combination of preprocessing scenarios and N-gram + TF-IDF feature extraction, 

achieving an accuracy of 0.7641. This result is higher than Ramadhon et al., Muliawan et al., and Andi 

et al., but lower than Nurharjadmo et al. 

Results of the study are illustrated in Figure 6, while Table 10 indicates that Scenario 3 with the 

unigram + bigram + trigram + TF-IDF, which is higher than other scenarios and feature extraction 

combinations. The addition of normalisation and lemmatisation, excluding stop word removal, 

significantly enhanced the model's performance in this study. Normalisation standardises text by 

rectifying spelling inaccuracies, hence facilitating processing and analysi [47]. Lemmatization 

converts words to their basic form, reduces data size, and captures the core meaning of the word[47]. 

This study aligns with [50] [51] [52] [53], The use of normalization and lemmatization to improve 

model performance in text analysis. However, removing stopwords can sometimes lead to a reduction 

in classification accuracy, articularly in documents or texts that depend on prepositions, conjunctions, 

and auxiliary verbs to provide context or meaning[46]. This phenomenon can be attributed to the fact 

that Figures 4, 5, and Tables 4 and 5 present the results of word frequency analysis, frequently 

employing conjunctions, adverbs, extensions, and pronouns.Consequently, the use of stop words can 

play a crucial role in preserving sentence structure, significant information, and semantic content.For 

instance, the words "tidak" and "ga" in this particular sentiment offer crucial insights into the content 

of the tweet. 

The combination of unigram + bigram + trigram features improved the performance of the 

model in this study. The results are in aligns with [54][55], This combination of extraction is able to 

understand sentence patterns and the complexity of opinion tweets. This technique is also effective in 

capturing relationships between words in tweets and can even identify emotional phrases such as “IKN 

keren” and “IKN jelek”. In addition, based on Figures 2 and 3 in the distribution of tweet lengths, this 

topic has tweets of various lengths, so the combination of unigram + bigram + trigram is effective in 

helping the model capture patterns and relationships between words, both in simple and complex 

tweets. The use of TF-IDF gives appropriate weight to the word patterns in the tweets. The 

experiments conducted generally demonstrate that a suitable combination of preprocessing and feature 

extraction techniques can enhance the performance of a model in sentiment classification in Logistic 

Regression, particularly in specific topic datasets such as IKN. Previous studies have indicated that the 

selection of appropriate preprocessing and feature extraction techniques can lead to improvements in 

the performance of a model [56], [57]. 
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This research provides an implementation of the NLP method in performing sentiment analysis 

of public opinion on IKN. Various scenarios of preprocessing and feature extraction combinations are 

applied to improve the performance of the most effective Logistic Regression model. Furthermore, it 

provides a tangible solution for comprehending public sentiment surrounding ssues, such as the IKN 

matter, while concurrently functioning as a reference point for the future analysis of policy or issues in 

terms of public opinion. 

5. CONCLUSION 

This study employs a Logistic Regression model to classify sentiments pertaining to the 

relocation of the capital city to the IKN.The research demonstrates that Logistic Regression can 

classify sentiment in positive and negative classes, with the selection of the right preprocessing and 

feature extraction processes that can help the model improve model performance.The results 

demonstrate that the combination of Scenario 3 process and unigram + bigram + trigram + TF-IDF 

feature extraction is most effective. Normalization and lemmatization assist in reducing word 

variation.With unigram + bigram + trigram + TF-IDF feature extraction and without stopword 

removal, the model is able to capture tweet patterns and relationships between words in tweets. This 

approach shows potential for understanding public sentiment on strategic issues, which can support 

data driven decision making. 

This research demonstrates that Logistic Regression is an effective method for classifying 

sentiment regarding the relocation of the capital to IKN. The practical implications of sentiment 

classification are highly relevant for a range of stakeholders, including the government in 

understanding public opinion, journalists in analysing emerging issues, and companies in assessing 

public sentiment about the IKN project. Furthermore, the study contributes to the development of 

sentiment analysis systems that can be applied to other issues in the future, such as evaluating public 

policies or analysing opinions on social media. Future research should focus on using more and larger 

diverse datasets to improve model generalisation. Exploration of deep learning based models, such as 

transformers, could offer valuable insights by comparing their performance with the current method. 

The importance of selecting appropriate preprocessing and feature extraction techniques is also 

highlighted, tailored to the characteristics of the data, in order to significantly improve the 

performance of sentiment classification models in future applications. 
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