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Abstract 
 

The perfume industry is undergoing significant growth, driving the need to understand consumer preferences, 

particularly in men’s fragrances, to optimize business strategies. This study aims to analyze and uncover men’s 

fragrance preferences, using machine learning techniques. A dataset of approximately 1,000 men's perfume 

records from Kaggle was utilized, where systematic methodologies were employed. Data preprocessing involved 

handling missing values, removing duplicates, standardizing categorical entries, and performing feature 

engineering by extracting geographic information from item locations. Exploratory Data Analysis (EDA) was 

conducted to uncover data distribution. Clustering analysis using DBSCAN revealed consumer segments. 

Additionally, regression analysis was used to predict sales based on price and location, employing a linear 

regression model evaluated with metrics like Mean Squared Error (MSE). The findings indicate that price exhibits 

a complex relationship with sales; while affordable products drive higher sales volumes, premium-priced items 

cater to a niche yet impactful market segment. Geographic location plays a pivotal role in sales patterns. 

Clustering analysis reveals two distinct consumer segments: one driven by price sensitivity and another oriented 

towards premium preferences, influenced by regional factors. Regression analysis demonstrated a negative 

correlation between price and sales volume, with a coefficient of -1.81, while availability positively influenced 

sales with a coefficient of 8.36. Despite a moderate model fit (R² = 0.17), the analysis highlights key market 

dynamics. These insights emphasize the importance of leveraging data-driven strategies to develop targeted 

marketing campaigns, optimize inventory management and refine market segmentation. 
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1. INTRODUCTION 

The men’s fragrance industry has become a 

significant segment of the global market, 

characterized by rising consumer interest and 

unpredictable shifts in purchasing preferences [1]. As 

the sector continues to expand rapidly, understanding 

consumer behavior has become crucial for brands 

seeking to cater to the unique demands of their 

customers [2]. Numerous factors—cultural, social, 

psychological, and more—shape consumers' scent 

preferences and purchasing decisions [3]–[5]. 

However, traditional research methods often fall short 

in identifying the underlying drivers behind these 

choices. 

Advanced machine learning techniques have 

access to vast amounts of data, enabling them to 

uncover unique consumer preferences in men's 

fragrances [6]. Specifically, clustering methods allow 

professionals to categorize scents by similarity, 

identify target audiences, and classify fragrance 

types. For example, these methods help businesses 

determine which demographic is most likely to favor 

a particular scent or fragrance component. Similarly, 

predictive models are valuable for anticipating 

consumer reactions or preferences. These techniques 

and their practical applications provide valuable 

insights for professionals in fields such as marketing 

[7]. 

Machine learning clustering enables businesses 

to categorize different consumers based on their 

fragrance preferences, allowing them to tailor their 

strategies accordingly [8]. For instance, consumers 

who prefer fresh, citrusy scents can be grouped 

separately from those who favor warmer notes like 

woody or oriental fragrances. Such segmentation 

provides valuable insights into consumer behavior 

and helps companies identify specific product 

collections to target each group [9]–[11]. 

Understanding these preferences also aids in 

developing tailored fragrance lines for each consumer 

segment [12]. By gaining a deeper understanding of 

consumer behavior within each group, businesses can 

enhance customer satisfaction and ensure that new 

products, such as perfumes, are aligned with the 

desires of different target markets [13], [14]. 
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Machine learning regression analysis can 

further refine these insights by predicting future 

trends based on historical data, allowing brands to 

stay ahead of the curve and innovate effectively [15]. 

This proactive approach not only fosters brand loyalty 

but also encourages a more personalized shopping 

experience, ultimately driving sales and enhancing 

market presence [16]. Additionally, integrating 

customer feedback loops into the development 

process can provide real-time insights, enabling 

brands to adapt quickly to changing preferences and 

emerging trends [17]. 

The aim of this study is to analyze and uncover 

men's fragrance preferences by utilizing machine 

learning methodologies. By utilizing the insights 

gained from the research, companies can ensure that 

their products align with consumer desires and that 

their marketing efforts effectively target the right 

audiences. The study employs techniques such as 

clustering and regression, which extract valuable 

information from data on scent preferences. This 

approach not only enhances product development but 

also fosters a deeper connection between brands and 

their consumers, ultimately leading to increased 

loyalty and repeat purchases. 

 

 

2. METHOD 

Data science methodologies are essential for 

extracting meaningful insights from complex 

datasets. The adoption of structured approaches is 

increasing as more organizations rely on data-driven 

decision-making [18]. By following systematic 

processes, data scientists can provide robust analyses 

that inform business strategies. This article explores 

various techniques utilized in data science projects, 

emphasizing the critical steps that lead to actionable 

findings. The stages carried out in this research 

according to figure 1 include: Data Preprocessing, 

Exploratory Data Analysis (EDA), Clustering 

Analysis, Regression Analysis, Data Visualization. 

2.1. Data Collection 

The data we use we take from open source data: 

kaggle.com, specifically in Perfume E-Commerce 

Dataset 2024, which has a usability level of 10 which 

means it has 100% score of completeness, credibility, 

and compatibility. In addition, the dataset is 

recommended by several users for research materials. 

Then this data has an Open Data Commons 

Attribution License (ODC-By) v1.0 license. Then the 

number of data rows that existed at the beginning 

before preprocessing was approximately 1000 data. 
 

 
Figure 1. Method 

 

2.2. Preprocessing Data 

The cleaning step is key because incorrect or 

strange info is thrown away.  Missing values were 

identified using the .isnull().sum() method, followed 

by the removal of rows containing missing values 

through .dropna(inplace=True), which helped 

maintain the integrity of the dataset. For duplicates, 

the .duplicated() function was employed to detect and 

count duplicate entries, which were subsequently 

reviewed and removed. Inconsistencies in the 'type' 

column were addressed by removing rows with non-

standard entries such as 'Does Not Apply' and other 

irregular descriptions. After the cleanup, changes in 

data and size followed to allow us to change the info, 

so everything was in agreement.  A step-by-step plan 

https://www.kaggle.com/datasets/kanchana1990/perfume-e-commerce-dataset-2024
https://www.kaggle.com/datasets/kanchana1990/perfume-e-commerce-dataset-2024
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is suitable for achieving valid and significant results 

[19]. Creating new features is key between feature 

selection and change, which improves the skill and 

correctness of the model.  Common ways used to 

enhance datasets include alignment of properties, 

turning things into numerical shapes, and ways of 

cutting measures such as Principal Component 

Analysis (PCA). This allows experts to find and make 

the most obvious points for a given dataset, 

improving the reliability of the findings [20]. In this 

study, this feature engineering stage is modifications 

were made to the 'itemLocation' column, where 

commas were added to ensure uniformity across 

entries. The city names were then extracted from this 

column and stored in a new 'kota' column. Rows 

containing empty strings, None, or NaN in the 'kota' 

column were also removed to finalize the data 

cleaning process. Thus, solid results are ensured 

because the invention is not warped or deceptive. 

2.3. Data Analysis 

Exploratory data analysis (EDA), which aims to 

summarize the main characteristics of information, 

often uses the image method.  By definition, EDA is 

all about finding hidden trends, spotting oddities, and 

testing guesses. It is a plan that provides 

understanding and prepares info for formal review 

[21].  In this study, the researcher sought to identify 

outliers using z-scores, then looked for the 

distribution of data that had been preprocessed 

previously using summary statistics (mean, median 

and standard deviation). 

Clustering plays a critical role in data analysis, 

as it helps to group similar items, making the 

interpretation of patterns more straightforward. 

Various clustering techniques exist, and DBSCAN 

(Density-Based Spatial Clustering of Applications 

with Noise) is one of the effective methods for 

identifying clusters [22]. Unlike K-means, which 

divides items based on distance and averages, 

DBSCAN is particularly useful for detecting clusters 

of varying shapes and sizes by focusing on the density 

of points in the dataset. In this study, DBSCAN is 

employed to identify clusters from the data, 

particularly focusing on sales data, using three 

clusters to uncover similarities. 

Regression analysis is used to predict the 

number of sales based on price and location. The 

method or approach used is linear regression. 

Furthermore, a linear regression algorithm is applied 

using the scikit-learn library in Python to build a 

predictive model. The trained model uses 80% of the 

total data as training data and 20% as test data to 

evaluate the model's performance. The evaluation 

results are reviewed based on metrics such as Mean 

Squared Error (MSE) to determine the accuracy and 

predictive capabilities of the model. 

Data visualization is key between sharing 

elusive things successfully. This allows the crowd to 

get useful ideas. In this study, data visualization in the 

form of histograms, box plots, scatter plots, and bar 

charts is used. It is hoped that this data visualization 

can provide easier understanding to readers. 

3. RESULT 

3.1. Average price distribution 

Figure 2 illustrates the average price distribution 

across various types of men's fragrances. The data 

reveals significant price disparities among different 

product categories. Eau De Parfum emerges as the 

most premium offering, with an average price of 

approximately 260 units, followed closely by Gift 

Sets at about 200 units. In contrast, Body Oil 

represents the most economical option, with an 

average price just above 10 units. Other notable 

categories include Fragrance and Extrait De Parfum, 

both commanding average prices exceeding 150 

units. Traditional men's fragrance types such as Eau 

De Toilette, Cologne Intense, and Aftershave occupy 

the mid-range price segment, varying between 40 and 

150 units. This price stratification clearly delineates a 

hierarchical structure within the men's fragrance 

market, reflecting diverse product formulations and 

target consumer segments. 
 

 
Figure 2. Average Price by Type 

3.2. Distribution of Price, Available and Sold 

The histogram in Figure 3 illustrates the 

distribution of prices, available and sold for men's 

perfumes. The majority of products were priced in the 

lower range, suggesting a market bias towards more 

affordable options. However, a notable number of 

high-priced perfumes were also observed, indicating 

the presence of a premium segment. The availability 

of products, as shown in Figure 3, was generally 

sufficient, with a normal distribution pattern. 

Nevertheless, some products had limited or no stock, 

potentially due to high demand or recent product 

launches. The sales distribution in Figure 3 exhibited 

a wide range, from products with very low sales to 

those with exceptionally high sales. This indicates 

significant variations in product popularity. 
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Figure 3. Distribution of Price, Available and Sold

3.3. Cluster Analysis 

Cluster analysis revealed two distinct segments 

in the men's perfume market. Cluster 1, comprising 

the majority of data points, was characterized by a 

more affordable price range, with an average price of 

$43.87. The dominant brands in this cluster were 

Giorgio Armani, and the most common product type 

was Eau de Toilette. In contrast, Cluster 2 was a 

smaller segment with a significantly higher average 

price of $28.83. Versace was the most prominent 

brand in this cluster, and the products were primarily 

sold in Hackensack. 

 

Table 1. Cluster Analysis 

No Cluster 
Amount of 

Data 

Average by 

Price 

Average by 

Sold 

Dominant 

Brand 

Dominant Parfume 

Types 

Dominant 

Location 

1 
Cluster 

1 
697 43.867 249.278 Giorgio Armani Eau De Toilette Dallas 

2 
Cluster 

2 
7 28.837 4555.857 Versace Eau De Toilette Hackensack 

 

The analysis of the Silhouette score across 

various epsilon values revealed that dividing the data 

into two clusters yielded the most optimal results. The 

Silhouette score in figure 4, which quantifies the 

quality of clustering, demonstrated a general upward 

trend as the epsilon value increased, reaching a 

maximum of approximately 0.89. This indicates that 

the two-cluster solution provides a high degree of 

intra-cluster cohesion and inter-cluster separation. 

Notably, attempts to partition the data into more than 

two clusters resulted in several sparsely populated 

clusters beyond the primary cluster, suggesting that a 

two-cluster approach most effectively captures the 

underlying structure of the data. 
 

 
Figure 4. Silhouette score 

3.4. Correlation between Price and Sold 

The scatter plot in figure 5 illustrating the 

correlation between price and sales volume of men's 

perfumes on eBay reveals a complex relationship. 

The majority of data points, classified as "Data 

Normal," are concentrated in the lower price range 

(below $100) with sales volumes primarily under 

5,000 units. A notable cluster of higher-selling items 

is observed in the $20-$50 price range. The plot also 

identifies several "Data Outlier" points, particularly 

in the lower price brackets, showing exceptionally 

high sales volumes (up to 20,000 units). Interestingly, 

as the price increases beyond $150, the sales volume 

generally decreases, with few outliers present in this 

higher price range. This distribution suggests a non-

linear relationship between price and sales, with peak 

sales occurring in the mid-price range. 
 

 
Figure 5. Correlation between Price and Sold 

3.5. Regression Analysis 

The regression analysis in table 2 reveals a 

Mean Squared Error (MSE) of 451721.07 and an R-

squared value of 0.17, indicating that the model 
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accounts for only 17% of the variance in the number 

of products sold (dependent variable). The regression 

coefficients show a positive relationship between the 

variable "available" and "sold" with a coefficient of 

8.36, suggesting that an increase in the availability of 

men's cologne corresponds to an increase in the 

number of units sold. Conversely, there is a negative 

relationship between "price" and "sold," as indicated 

by the regression coefficient of -1.81. This suggests 

that higher prices are associated with a reduction in 

sales. The regression intercept is 248.025, 

representing the predicted number of units sold when 

both availability and price are held constant. 
 

Table 2. Regression Analysis 

No 

Mean 

Squared 

Error 

R-

Squared 

Regression 

Coefficient 

Regression 

Intercept 

1 451721.07 0.17 
[8.36095472 

-1.81135758] 
248.025 

4. DISCUSSION 

Research has shown that male fragrance 

preferences can vary significantly by age group, 

income level, and cultural background [23]. Younger 

consumers may gravitate towards trendier, lower-

priced products, while older consumers with higher 

disposable income may be more inclined to purchase 

premium options like Eau De Parfum. Cultural 

influences can shape scent preferences, with certain 

fragrances resonating more in specific regions due to 

historical or societal trends [24]. This implies that 

pricing strategies should not only reflect product 

quality but also align with the cultural and 

socioeconomic factors that drive consumer behavior 

in different markets.  

Studies suggest that price-sensitive consumers 

are more likely to respond to discounts and 

promotions, which can drive higher sales volume for 

lower-priced products [25]. Conversely, premium 

products often rely on brand loyalty and perceived 

value, which means price changes may have less 

impact on sales volume. This dichotomy highlights 

the importance of employing differentiated pricing 

strategies based on product type and target market. 

Moreover, the variation in product availability may 

suggest that certain items are subject to supply chain 

challenges, such as seasonal demand fluctuations or 

production constraints [26]. Addressing these supply 

chain issues through better inventory management 

and demand forecasting could help optimize sales and 

avoid stockouts.  

Based on research by Rogrigues [6], consumer 

preference clusters regarding perfume are assessed 

based on its aroma, which explains that the average 

rating of perfumes containing raspberry and saffron 

aromas; the heart aromas are jasmine and 

frankincense; the base aromas are leather, amber, and 

wood are more preferred. According to Kapadia's 

research, women prefer floral, fruity, and citrus 

scents, while men also prefer floral scents, followed 

by woody, fruity, and citrus. According to Kholibrina 

and Aswandi [27], respondents prioritize three 

factors, namely aroma, grade, and price. With aroma 

having the greatest influence and followed by its 

grade. Which means that the cluster results in this 

study are appropriate, where grade/quality has a 

stronger influence compared to its price which is very 

difficult to analyze.  

Pentus et al. [28] discussed from the advertising 

side, comparing perfumes that advertised sexual 

elements and non-sexual elements. With the same 

speed and time of advertising, the results were that 

advertisements containing sexual elements did not 

outperform advertisements that did not contain sexual 

elements in terms of viewing time. Research by Kim 

[29] presents the results of their survey, that after the 

COVID-19 pandemic, respondents preferred light 

perfumes, with disposable packaging, and perfumes 

were preferred over colognes.  

According to consumer behavior theories, 

factors such as brand reputation, product reviews, and 

marketing efforts can significantly influence sales 

outcomes [30], [31]. For instance, a highly rated 

cologne may outperform competitors with lower 

prices due to its perceived value in terms of quality 

and brand prestige. Dwijayanti and Windasari [32] 

discussed the relationship between influencers and 

consumer purchasing decisions, the results showed 

that if consumers feel that influencers who have a 

high level of trust, high expertise and high brand 

image will help consumers' decisions to buy perfume. 

In another study by Isamudin and Islam [33], the main 

factor influencing consumer trust is affect-based trust 

which consists of seller reputation, customer 

feedback, and recommendations from experts.  

From the research that discusses the influence of 

perfume packaging on consumer purchasing 

behavior, the results of the study are that packaging 

information, color, design, background images, and 

innovation have an effect on consumer purchasing 

behavior [34], [35]. However, the packaging material 

has no effect. This can be an additional insight if in 

the future the perfume industry will produce types of 

aromas that are in high demand. 

As the regression analysis fails to account for 

these qualitative factors, future research could 

integrate sentiment analysis of reviews or measure the 

impact of visual presentation on sales performance. 

This is in line with research by Ardelet et al. that it is 

difficult to predict market trends, so it is necessary to 

highlight newly released products [1]. Moreover, the 

inclusion of time-based variables, such as the age of 

the product listing or seasonal demand patterns, could 

improve the predictive power of the regression 

model. 

5. CONCLUSION 

This study aimed to explore consumer behavior 

and preferences in the men's fragrance market, 

leveraging machine learning techniques such as 
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clustering and regression analysis. By analyzing a 

dataset of men's perfumes, the research uncovered 

key insights into the dynamics of pricing, availability, 

and sales. 

The findings revealed a distinct segmentation in 

consumer preferences: one cluster driven by 

affordability and another by premium product 

offerings influenced by regional factors. Regression 

analysis demonstrated that price negatively impacts 

sales volume, while availability positively correlates 

with sales. These insights underscore the importance 

of pricing strategies that cater to both budget-

conscious consumers and niche premium markets. 

Additionally, the results highlight the critical role of 

geographic and cultural factors in shaping consumer 

behavior, suggesting that businesses should tailor 

their marketing and inventory strategies accordingly. 

The implications of this study are manifold. 

First, it provides actionable insights for businesses to 

optimize pricing and inventory management, 

ensuring alignment with consumer demand patterns. 

Second, the identification of consumer segments can 

assist marketers in developing targeted campaigns to 

enhance engagement and customer loyalty. Third, the 

study offers valuable guidance for businesses seeking 

to improve their operational efficiency and maximize 

sales potential in a competitive market. 

Future research should aim to integrate 

qualitative factors such as consumer sentiment, 

product reviews, and advertising impact to enhance 

the predictive accuracy of sales models. Furthermore, 

incorporating time-based variables and exploring the 

influence of seasonal trends could provide deeper 

insights into market dynamics. This approach will 

enable a more comprehensive understanding of 

consumer preferences, facilitating the development of 

more effective business strategies in the men's 

fragrance industry. 
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