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Abstract  
 

Currently, almost all banks have used mobile banking in conducting banking transactions, one of which is Bank 

Syariah Indonesia (BSI). BSI mobile is still classified as a new mobile banking application compared to other 

mobile banking, this certainly still has a low rating and really needs feedback from users which can be seen 

through reviews on the Google Play Store application. Input in the form of criticism and suggestions from BSI 

mobile users can be used by BSI mobile as a suggestion for careful supervision and evaluation material in 

improving its services. This study aims to find the best algorithm to analyze review sentiment on the Google 

Play Store for the BSI mobile application and provide an overview of the response of application users to 

application developers based on the results of review data processing. The data mining methodology used in this 

study is CRISP-DM, using a dataset collected for 6 years (2018-2023) which is annotated into positive and 

negative labels manually, then modeled using 2 algorithms, namely Naïve Bayes (NB) and Bidirectional LSTM 

(BiLSTM). The contribution of this study is to test, evaluate and compare the two algorithms (NB and BiLSTM) 

using the K-Fold Cross Validation (NB) testing model and over-sampling techniques to the minority class 

(negative) then provide recommendations for the best algorithm. The conclusion of the study is that the BiLSTM 

algorithm is superior to NB with an accuracy of 94.90 % while the NB algorithm is 94%. In addition, the over-

sampling technique is more optimal in increasing the accuracy of the algorithm's performance compared to 

without over-sampling. 
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PERBANDINGAN KINERJA ALGORITMA NAÏVE BAYES DAN BIDIRECTIONAL 

LSTM DALAM ANALISIS SENTIMEN ULASAN BSI MOBILE  
 

Abstrak  

 

Saat ini hampir semua bank telah menggunakan mobile banking dalam melakukan transaksi perbankan salah 

satunya yakni Bank Syariah Indonesia (BSI). BSI mobile masih tergolong aplikasi mobile banking baru 

dibandingkan dnegan mobile banking lainnya, hal ini tentunya masih memiliki rating yang rendah dan sangat 

membutuhkan umpan balik dari para pengguna yang bisa dilihat melalui ulasan pada aplikasi Google Play Store. 

Masukan berupa kritik dan saran dari pengguna BSI mobile dapat digunakan pihak BSI mobile sebagai saranan 

pengawasan cermat dan bahan evaluasi dalam memperbaiki layanannya. Penelitian ini bertujuan untuk 

menemukan algoritma terbaik untuk menganalisis sentimen ulasan di Google Play Store terhadap aplikasi BSI 

mobile dan memberikan gambaran respon para pengguna aplikasi kepada pengembang aplikasi berdasarkan hasil 

pemrosesan data ulasan. Metodologi penambangan data yang digunakan pada penelitian ini yaitu CRISP-DM, 

menggunakan dataset yang dikumpulkan selama 6 tahun (2018-2023) yang dianotasi ke dalam label positif dan 

negatif secara manual, kemudian di modelkan menggunakan 2 algoritma yaitu Naïve Bayes (NB) dan 

Bidirectional LSTM (BiLSTM). Kontribusi penelitian ini yaitu menguji, mengevaluasi dan membandingkan 

kedua algoritma (NB dan BiLSTM) menggunakan model pengujian K-Fold Cross Validation (NB) dan teknik 

over sampling kepada kelas minority (negatif) kemudian memberikan rekomendasi algoritma terbaik. 

Kesimpulan penelitian adalah algoritma BiLSTM lebih unggul dari NB dengan akurasi sebesar 94,90% 

sedangkan algoritma NB sebesar 94%. Selain itu teknik over sampling lebih optimal dalam meningkatkan 

akurasi dari performa algoritma dibandingkan tanpa over sampling. 

 

Kata kunci: analisis sentimen, bidirectional LSTM, BSI mobile, deep learning, machine learning, naïve bayes 
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1. INTRODUCTION 

Currently, almost all banks use mobile banking 

for transactions, one of which is Bank Syariah 

Indonesia (BSI). BSI mobile is still a new mobile 

banking application compared to other mobile 

banking applications, of course it has a low rating 

and of course it also requires a lot of feedback from 

customers that can be seen, one of which is through 

Google Play Store reviews and ratings. For 

companies that offer mobile banking services, it is 

important to know whether the quality of mobile 

banking services provides convenience in 

transactions or not, whether it provides customer 

satisfaction or not, what needs are desired by users 

and what needs to be done. Receive and respond to 

input from customers or BSI Mobile users. Criticism 

and input from customers or BSI Mobile users can 

be used as evaluation material by BSI Mobile or BSI 

Mobile App developers to improve their services. 

From this assessment, a strategic plan can be made 

to evaluate, improve and aggregate many services. 

BSI users or potential users to compete with other 

mobile banking competitors. One way to reconcile 

this process is through sentiment analysis. 

Sentiment analysis is part of the Natural 

Language Processing (NLP) process and information 

retrieval [1]. Sentiment analysis is also a field of 

data mining [2] that is used to find out a person's 

feelings or emotions towards something, such as a 

product or service so that they can determine 

marketing strategies, business focus, product 

optimization, whether in the form of text, images, 

audio or video [3]. 

The algorithms used in previous research [4] 

are supervised learning algorithms including Naive 

Bayes, SVM, KNN, and Decision Tree. The amount 

of data used is still relatively small, namely 2554 

materials, the percentage of positive opinions is 

59.2% and the percentage of negative opinions is 

40.8%. With this amount of data, the results of the 

classification model are still considered poor in 

predicting negative opinions because the proportion 

of training data in each class is not balanced. 

Therefore, researchers developed this sentiment 

analysis by adding quite a lot of data, namely 98,820 

data from 2018 to 2023. 

This study implements two classification 

algorithms for sentiment analysis, namely Naïve 

Bayes (NB) and Bidirectional LSTM (BiLSTM), 

then compares the performance of the two 

algorithms to find the best algorithm. The NB 

algorithm is one of the techniques for evaluating the 

accuracy of the model built based on the dataset 

used [5] . While the BiLSTM algorithm relies on the 

classification labels in the training documents with 

the test documents [6] and BiLSTM is one of the 

algorithms widely used in analyzing text sentiment 

[7] . 

There are several previous studies that have 

applied the NB and BiLSTM algorithms in 

analyzing sentiment in mobile banking application 

reviews and other applications and social 

phenomena, including sentiment analysis to obtain 

customer satisfaction analysis of Jenius, Jago and 

Blue banks using the SVM, Linear Regression, 

Random Forest, NB and LGBM algorithms. Based 

on the results obtained, the NB algorithm produces 

an accuracy of 74.67% [8] . Sentiment analysis of 

the Skype application by detecting similar topics 

before and after the update using the experimental 

method can find users' opinions about the 

advantages and disadvantages of the Skype 

application [9] . Sentiment analysis of user needs 

and the quality of bank applications by [3] with the 

Naïve Bayes and LDA algorithms produces the best 

algorithm with an accuracy of 93.47% at a value of k 

= 5. Comparison of the NB and KNN algorithms in 

analyzing the sentiment of KRL Commuter Line 

Jabodetabek users on Twitter application data [10] 

using the NB, KNN and Decision Tree algorithms 

produces an NB algorithm accuracy of 80%. 

Sentiment analysis of Gopay, Ovo and LinkAja 

user customers was conducted by [11] with the NB 

and KNN algorithms. The results of the NB 

algorithm on the application were sequentially 62.53 

% , 75.60% and 69.5%. The NB algorithm is 

suitable for use in research [12] to see public opinion 

about the Sinovac and Pfizer vaccines in Indonesia 

with an accuracy of 85% and 69%. To find out the 

public mood [2] conducted a sentiment analysis of 

the BIST30 stock market in Istanbul with NB 

algorithm results of up to 68%. In addition, to find 

functions and improve business quickly [13] used 

the Random Fores and Naïve Bayes algorithm 

approaches. 

Sentiment analysis on Bibit and Bareksa 

application reviews using the NB and KNN 

algorithms obtained an accuracy of 85.14% and 

81.70% [14] . In the sentiment analysis of the 

Shopee application, the NB algorithm is superior to 

KNN with an accuracy of 80% [15] and in the E-

Government application, an accuracy of 89% was 

also produced using the same algorithm [16] . 

Subsequent research on sentiment analysis of the 

CAPCUT application using the NB algorithm 

produced the best accuracy of 79.41% [17] and in 

the Mypertamina application, an accuracy of 70.73% 

was obtained. [18] . Classification of depressive 

sentiment on Youtube using the NB algorithm 

produced an accuracy of 84.11% [19] . 

Recently [20] successfully detected user views 

on the Covid-19 pandemic using the BiLSTM 

algorithm with an accuracy of 99.33%. In research 

[21] the BiLSTM algorithm can also classify 

sentiments related to Covid-19 from social media. In 

mobile electronic products [22] using the BiLSTM 

algorithm succeeded in analyzing user sentiment up 

to 91.40%. 

Analysis of the level of satisfaction of Grab 

Indonesia application violations was carried out [23] 
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with the BiLSTM and LSTM algorithms. The results 

of this analysis stated that BiLSTM is better and 

more reliable to use than the LSTM algorithm, 

namely an accuracy of 91%. The BiLSTM algorithm 

is also used to detect news of community safety 

crisis incidents on the internet. The proposed model 

produces an accuracy of up to 90.93% on text data 

and 82.10% on voice data [24] . [25] classifying 

mobile users' application security opinions with the 

BiLSTM algorithm achieved 90% accuracy. 

45 participants were recruited using a mobile 

banking application by [26] with the aim of 

authenticating users on the device. The test was 

successful on raw data from motion sensors and 

touch screens with up to 99.85 % accuracy. 

Based on the background above, this study 

conducted optimization of sentiment analysis 

performance from previous research [4] using the 

Naive Bayes algorithm of the Multinomial type 

using a larger amount of data, namely 98,820 data 

and using the Bidirectional Long Short Term 

Memory (BilLSTM) algorithm with a larger amount 

of data (98,820). The Naïve Bayes and Bidirectional 

LSTM methods are often used, more effective and 

proven to be suitable for use in conducting text 

sentiment analysis with a fairly large amount of data 

[3] , [11] , [13] , [8] , [20] , [7] , [ 21] , [ 26], [22] , 

[23] , [25] , [24] , [27] , [28] , [29] , [30] , [31] . 

The purpose of this study is to find the best 

algorithm to analyze the sentiment of BSI mobile 

user reviews on the Google Play Store and provide 

recommendations for application developers based 

on the results of data processing. 

2. RESEARCH METHOD 

This research was conducted from October 

2023 to July 2024. The design of this research was 

in the form of testing using data obtained from the 

Google Play Store as a test. This research stage uses 

the Cross-Industry Standard Process for Data 

Mining (CRISP-DM) methodology. The stages of 

this research include: data scraping, data source 

analysis, data preprocessing, sentiment analysis 

using the Naïve Bayes and Bidirectional LSTM 

algorithms, method evaluation with confusion 

matrix. The research methodology flow diagram is 

shown in Figure 1 below: 

 

 

Figure 1. Research Methodology 

 

2.1 Business Understanding 

Business understanding contains literature 

studies to find information about previous research 

references that have been carried out previously 

related to sentiment analysis using the Naïve Bayes 

(NB) and Bidirectional LSTM (BiLSTM) 

algorithms. The NB and BiLSTM algorithms are 

algorithms that are suitable for the characteristics of 

the data used. 

2.2 Data collection 

The data collection method in this study is 

Scraping. In this study, the data collection process 

was carried out using the scraping technique using 

regular expressions with the Python programming 

language in Google Colab. The libraries used are 

Pandas, Numpy, Matplotlib and Google Play 

Scraper. Data was taken using the keyword of the 

BSI Mobile website page on Google Play, keyword 

"com.bsm.activity". 

2.3 Data Source Analysis 

The next stage is the analysis of data sources 

by taking relevant data and deleting duplicate data. 

The relevant data used in this study are only content 

attributes or BSI Mobile user reviews. 

2.4 Data Preprocessing 

In the preprocessing stage, data labeling, 

cleansing, case folding, tokenizing, stopword 

removal and stemming are carried out. Furthermore, 

the TF-IDF process is carried out on the Naïve 

Bayes algorithm while in the Bidirectional LSTM 
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algorithm, the set is divided between training data 

and test data, data vectorization, word index and 

padding are carried out. 

2.5 Sentiment Analysis 

The sentiment analysis process is carried out 

using the Naïve Bayes and Bidirectional LSTM 

algorithms. Multinomia Naïve Bayes and 

Bidirectional LSTM are popular algorithms used to 

classify sentiment analysis text with a large amount 

of data.  

After the preprocessing process, sentiment 

analysis is carried out using the BiLSTM algorithm 

by dividing the data into 2 parts, namely the training 

and testing sets with a proportion of 80% training 

data and 20% test data. The architecture of the 

BiLSTM algorithm in conducting sentiment analysis 

is shown in Figure 2 below. 

 

 

Figure 2. BiLSTM Algorithm Architecture 

 

Notation Description:  

X t                       

Y t                       

a t-1 

C t                        

C* t                      

LSTM/σ             

W i , W f , W c , 

W

  
 

b i , b f , b y              

: input to network 

: output from the network 

: previously hidden state 

: current state of the cell 

: candidate function 

: sigmoid function (0 or 1/ negative or positive) 

: weight of each input gate, forget gate, candidate function and output 

gate 

: bias of each input gate, forget gate and output gate 

 

The BiLSTM algorithm formula is: 

Ft = σ (Wf . [at-1,Xt] + bf) 

                             it = σ (Wi . [at-1,Xt] + bi)                                     

C*t = tanh (Wc  . [at-1,Xt] + bf) 

  Ct = Ft  . Ct-1 + it  . C*t   

  Yt = σ (Wy [at-1, Xt] + by)                                 

   at = Yt  . tanh (Ct)     

              HtBiLSTM = ht forward + ht backward         

………… (1) 

………… .(2) 

…………(3) 

………….(4) 

………...(5) 

………….(6) 

………….(7) 
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The formula of the Naïve Bayes algorithm is:  

 

P H X⁄ =  
P(X H).P(H)⁄

P(X)
    ................. (8) 

 

Notation Description: X = Unknown class data 

 H = Data hypothesis of a specific class 

 P(H|K) = Probability of hypothesis H based on condition X / posteriori 

probability 

 P(H) = Hypothesis probability H/ prior probability 

 P(X|H) = Probability of X based on hypothesis condition H 

 P(X) = Probability X 

    

 

2.6 Evaluation Method 

Method evaluation is done with confusion 

matrix to determine the accuracy performance of 

Naïve Bayes and Bidirectional LSTM. The 

confusion matrix of this study consists of accuracy, 

precision, recall and F1-score with their respective 

formulas, namely: 

Accuracy =
TP+TN

TP+TN+FP+FN
 (1) 

Precision =
TP

TP _ FP
 (2) 

Recall =
TP

TP _ FN
 (3) 

F1=Score =2 x
Recall x Precision

Recall+Precision
 (4) 

2.7. Data Visualization 

The visualization of the words of this research 

data is presented using a “cloud” by highlighting the 

frequency of words in the text. This term is often 

referred to as a word cloud to visually describe 

words that have high frequencies in user reviews on 

the BSI Mobile application. 

3. RESULTS 

This section shows the results and analysis 

based on sentiment analysis conducted on BSI 

Mobile application reviews using Naïve Bayes and 

Bidirectional LSTM. The main source of data comes 

from the results of data scraping on the BSI Mobile 

application on the Google Play Store. After carrying 

out the data scraping process, 98,820 user review 

data were obtained. Furthermore, the selection of 

relevant data attributes was carried out using 

"content/reviews" and reviews that were indicated as 

duplicates were removed using the RapidMinner 

Studio tool. The duplicate removal process produced 

74,570 clean data datasets. This dataset was 

manually labeled by a linguist into 2 sentiment 

labels, namely positive and negative sentiments. The 

results of data labeling can be seen in Table 1. 

Table 1. Data 

Total Sentiment 

Positive 45,806 

Negative 28,764 

 

The data that has been manually labeled is then 

processed further, namely data cleansing, case 

folding, stopword removal, tokenizing, stemming. 

The next process in the Naïve Bayes algorithm is the 

TF-IDF calculation process, while in the 

Bidirectional LSTM algorithm, the data 

vectorization process, word indexing and padding 

are carried out. 

The data that has been generated from a series 

of previous processes is reprocessed by dividing the 

data into 2 sets of divisions, namely test data and 

training data and applied to the Bidirectional LSTM 

algorithm. While the Multinomial Naïve Bayes 

algorithm in this study uses cross validation 

techniques in determining data randomly. 

The findings show that BSI Mobile application 

users express their sentiments into sentiment groups, 

namely sentiment statistical data can provide a 

picture of reviews in 2 categories and classification 

accuracy is described using a confusion matrix 

consisting of True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN). 

The analysis results are graphically depicted 

using word clouds in 2 review categories. This word 

cloud can provide convenience in finding the 

identification and characteristics of user reviews. 

This provides a useful understanding of sentiment in 

a more nuanced way. 

3.1. Data collection 

The scraping data from the Google Play Store 

BSI Mobile in this study obtained 98,820 data in 

CSV format. Google Colab and the code used to 

obtain the data can be illustrated in Figure 3. 
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Figure 3. Scraping Data with Google Colab 

 

The results of data scraping using Google Colab are shown in Figure 4. 

 

 

Figure 4. Data Scraping Results with Google Colab 

 

3.2. Data Source Analysis 

The results of the data analysis obtained the 

attribute "content" as material in analyzing sentiment 

and removing duplicates using the Rapid Miner Studio 

tool produced clean data of 74,570 datasets. The results 

of the attribute selection and the process of removing 

duplicates are illustrated in Figure 5. 

 

 

 

 

Figure 5. Attribute Selection Results and Remove Duplicate Process 

 

3.3. Data Preprocessing 

The next process is to clean the data from all types 

of punctuation, emoticons and other signs. The results 

of the cleansing and case folding process are shown in 

Figure 6. 
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Figure 6. Data Cleansing Results 

 

 

The deletion of empty and meaningless content 

data is carried out next. The total data until the duplicate 

removal process stage is 74,823 data to 74,570 datasets 

after the deletion of empty data and meaningless 

content. Figure 7 shows the Meaningless Content Row. 

 

 

Figure 7. Data Content Rows That Have No Meaning 

 

74,570 datasets were manually labeled into 2 label categories, namely positive labels and negative labels. Figure 8 

shows the Data Labeling Results. 

 

 

Figure 8. Data Labeling Results 

 

Case folding is a process of changing all uppercase characters in the data into lowercase. This process is shown in 

Table 2. 
Table 2. Case Folding Process Results 

Content Case Folding Results 

Membantu dalam transaksi membantu dalam transaksi 

good good 

Aplikasi BSI jangan ada gangguan jaringan Internet aplikasi bsi jangan ada gangguan jaringan internet 

Sering error mohon diperbaiki krn sangat 

mengganggu transaksi 

sering error mohon diperbaiki krn sangat mengganggu 

transaksi 

Mao buka rekening aja ga bisa bisa mao buka rekening aja ga bisa bisa 



166   Jurnal Teknik Informatika (JUTIF), Vol. 6, No. 1, February 2025, pp. 159-172 

 

Tokenizing is the process of separating text into features. Tokenizing results in Table 3. 

Table 3. Tokenizing Process Results 

Content Tokenizing Results 

Membantu dalam transaksi membantu,dalam,transaksi 

good good 

Aplikasi BSI jangan ada gangguan jaringan Internet aplikasi,bsi,jangan,ada,gangguan,jaringan,internet 

Sering error mohon diperbaiki krn sangat mengganggu 

transaksi 

sering,error,mohon,diperbaiki,krn,sangat,menggang

gu,transaksi 

Mao buka rekening aja ga bisa bisa mao,buka,rekening,aja,ga,bisa,bisa 

 

The Stopword Removal stage is done by removing meaningless words that often appear in the text. The results of 

this process are shown in Table 4. 

Table 4. Stopword Removal Process Results 

Content Stopword Removal Results 

Membantu dalam transaksi membantu transaksi 

good good 

Aplikasi BSI jangan ada gangguan jaringan Internet aplikasi bsi gangguan jaringan internet 

Sering error mohon diperbaiki krn sangat 

mengganggu transaksi 

error mohon diperbaiki krn mengganggu transaksi 

Mao buka rekening aja ga bisa bisa mao buka rekening aja ga bisa bisa 

The last stage of data preprocessing is Stemming by changing words into basic word forms using a lemmatizer. 

The results of the stemming stage are shown in Table 5. 

Table 5. Stemming Process Results 

Content Stemming Results 

Membantu dalam transaksi bantu dalam transaksi 

good good 

Aplikasi BSI jangan ada gangguan jaringan Internet aplikasi bsi jangan ada ganggu jaring internet 

Sering error mohon diperbaiki krn sangat 

mengganggu transaksi 

sering error mohon baik krn sangat ganggu 

transaksi 

Mao buka rekening aja ga bisa bisa mao buka rekening aja ga bisa bisa 

 

As an additional stage of the process using the Bidirectional LSTM algorithm, namely word vectorize by changing 

the form of the sentiment label category into a numeric form, word index to provide numbering for each word and 

padding to change the word numbering into a vector form. The form of word vectorize, word index and padding is 

shown in Figure 9. 

 

 

 

 

Figure 9. Word Vectorize, Index/Text-To-Sequence and Padding Results 

3.4.  Analysis and Evaluation 

Before being analyzed using the Bidirectional 

LSTM algorithm, the data is first divided into 2 parts, 

namely test data and training data into 80% test data and 

20% training data. While in the Naïve Bayes algorithm, 

data division is carried out using the cross validation  

 

technique. The data is then analyzed using the Naïve 

Bayes and Bidirectional LSTM algorithms. Because the 

number of positive labeled data is greater than negative, 

the SMOTE over sampling method is used to balance 

the data class to the minority class (negative) which is 

combined with different hyperparameter configurations, 

Epoch  3,  namely using Dropout 0.2 and 0.5, both using 
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SpatialDropout1D 0.25, 100 Hidden layers and 0.5 on 

LSTM convergence and Reccurent-Dropout LSTM on 

both types of Dropout (0.5 and 0.2). 

Table 6. is the result of sentiment analysis using 

the Bidirectional LSTM algorithm. 

 

 
Table 6. Results of Sentiment Analysis Using the Bidirectional LSTM Algorithm 

Results 

Evaluation 

Model (%) 

Dropout =0.2 Dropout = 0.5 

Batch Size Batch Size 

32 64 32 64 

Accuracy 94,77 94,74 94,86 94,90 
Precision 94,02 94,40 94,33 94,12 

Recall 92,39 92,92 92,35 92,62 

F1-Score 93,20 93,20 93,33 93,33 

 

The results of sentiment analysis using the Naïve Bayes algorithm are shown in Table 7.  

 
Table 7. Results of Sentiment Analysis Using the Naïve Bayes Algorithm 

Test Results 10 Cross Validation 

Train Set 67.113 

Test Set 7.457 

Mean Score 0.9403 

True Negative 27,457 

False Positive 3.199 

False Negative 1,307 

True Positive 42,607 

Negative Precision 90% 

Positive Precision 97% 

Negative Recall 95% 

Positive Recall 93% 

F1-Score Negative 92% 

F1-Score Positive 95% 

Accuracy 94% 

 

Based on Table 6. the best test results using the 

Bidirectional algorithm were produced using Dropout 

0.5 rather than using 0.2, which is 94.90%. With the 

cross validation technique, the Naïve Bayes algorithm 

produces the highest accuracy of 94%. 

The final stage for testing the Bidirectional LSTM 

model is to conduct analysis testing using new data 

input on the model. The results of model testing with 

new data input on the Bidirectional LSTM algorithm 

model are depicted in Figure10. 

 

 

Gambar 10. Hasil pengujian model dengan penginputan data baru pada model algoritma Bidirectional LSTM

3.5. Data Visualization 

From the preprocessing of the data obtained, the 

results are in the form of words that are often expressed  

 

 

by users of the BSI Mobile application. The 

difference in the word cloud results produced by the 

Naïve Bayes and Bidirectional LSTM algorithms is 

shown in Figures 11 and 12. 
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Figure 11. Word Cloud with Naïve Bayes Algorithm 

 

 

Figure 12. Word Cloud with Bidirectional LSTM Algorithm 

 

At first glance, the visualization results of word 

cloud data generated by the Naïve Bayes and 

Bidirectional LSTM algorithms look the same , but 

there are interesting analysis results. Found as an 

additional contribution in this study, it produces analysis 

findings in the form of the performance of each 

algorithm used. In the Naïve Bayes algorithm, the word 

“Transaction” falls into 2 sentiment categories. The 

word "Transaction" is indicated as an ambiguous word 

because the word "Transaction" appears in both positive 

and negative classes. This happens because the Naïve 

Bayes algorithm modeling at the data preprocessing 

stage uses TF-IDF in the form of n-grams and word 

similarity with the cosine vector technique so that it 

cannot capture semantic words well and without 

considering the context of the sentence. While the word 

"Transaction" in the Bidirectional LSTM algorithm is 

included in the negative category only or does not 

appear in the positive class because the way the 

Bidirectional LSTM algorithm works categorizes word 

classes based on the context of the sentence or the entire 

sentence using semantic vectors in the form of word 

embedding and word2vec which function to determine 

the length of the word dimension in a sentence even 

without calculating TF-IDF.  

Therefore, in terms of the context of the sentence, 

the word "Transaction" is mostly found in the context of 

sentences that are negative or negative class and also in 

the training process of the word model "Transaction" is 

more categorized as a negative class. This is a valuable 

finding that in terms of text sentiment analysis, the 

Bidirectional LSTM algorithm is better than the Naïve 

Bayes algorithm. This finding is still rare and no one 

has even discussed this in sentiment research. 

4. DISCUSSIONS 

The testing of this study is in line with previous 

research [6]-[26] which consistently shows that the NB 

and BiLSTM algorithms produce high accuracy in 

conducting sentiment analysis. 

Based on the testing of this study, the BiLSTM 

algorithm is superior to NB in analyzing BSI mobile 

review sentiment with an accuracy rate of 94.90% when 

using a dropout value of 0.5, and a batch size of 64 at 

epoch 3 and using the SMOTE sentiment class balance 

technique over sampling to the minority class. 

Meanwhile, the NB algorithm produces the best 

accuracy in the 10th cross validation with an accuracy 

of 94%. 

The performance of the model in the form of a 

word cloud from the percentage of word occurrences 

can also work very well. The Naïve Bayes and 

Bidirectional LSTM methods can provide an 

understanding of which method is better at displaying 

the sentiment analysis results of BSI Mobile users. 

Comparison of the results of sentiment analysis 

performance optimization with big data using the Naïve 

Bayes and Bidirectional LSTM methods is shown in 

Figure 13. 
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Figure 13. Comparison of Performance Results of Methods 

 

5. CONCLUSION 

This study conducted a sentiment analysis of BSI 

mobile user reviews on the Google Play Store by 

comparing two algorithms, namely NB and BiLSTM. 

Based on the results obtained with the sentiment class 

balance technique, namely SMOTE to the minority class 

(negative), a dropout value of 0.5 and a batch size of 64 

produced superior accuracy of 94.90% compared to NB 

Cross Validation which is only 94%. 

The results of the study show that the performance 

of the BiLSTM algorithm is better in producing 

sentiment analysis visualizations compared to the NB 

algorithm. 

This study using Naïve Bayes and Bidirectional 

algorithms is effective in analyzing the sentiment of BSI 

Mobile user reviews. The findings of the analysis show 

the efficacy of the methodology in generating, 

classifying and differentiating sentiment analysis of 

reviews that can provide valuable insights into user 

satisfaction and can present future prospects for 

improving public services on mobile banking 

applications from a deeper understanding of user 

complaints. These findings have significant implications 

for policy makers in formulating policies to improve 

services to the BSI Mobile application. 

Future work can be recommended to be refined by 

using more data not only from Google Play Store but 

also from other media sources. Testing can use different 

hyperparameter tuning configurations and use different 

algorithms such as transformer-based models to 

improve sentiment analysis capabilities. 
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