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Abstract 
 

Nutritional problems in toddlers, such as stunting, wasting, being underweight, and obesity, are major challenges 

in monitoring toddler health in Indonesia because they can hurt toddler growth and development. Therefore, 

handling nutritional problems comprehensively, including prevention efforts and appropriate dietary 

interventions, is very important. This study aims to develop a toddler nutritional status classification model based 

on machine learning algorithms, namely Support Vector Machine (SVM) and Random Forest, by utilizing a toddler 

dataset obtained from Health Institutions in Indonesia containing 9,735 data. The model was designed using the 

Recursive Feature Elimination (RFE) technique for selecting relevant features and the Synthetic Minority Over-

sampling Technique (SMOTE) to handle class imbalance. The results showed that the Random Forest algorithm 

performed best with 95% accuracy, 77% precision, 87% recall, and 81% f1-score. This study contributes to 

developing a machine learning-based approach to support a more effective nutritional monitoring system and 

enable more appropriate dietary interventions to address toddler health problems in Indonesia. 
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1. INTRODUCTION 

According to the World Health Organization 

(WHO), nutritional status is the main indicator for 

evaluating toddlers' growth and dietary needs, 

including measuring the child's weight and height 

with standard anthropometric benchmarks. 

Nutritional status can vary based on gender, age, 

weight, height, and head circumference [1]. In 

Indonesia, dietary problems are still a significant 

challenge in the health sector [2]. Based on the 

Decree of the Minister of Health of the Republic of 

Indonesia Number 1995/MENKES/SK/XII/2010, 

determining nutritional status in toddlers is guided by 

anthropometric indices, including Height for Age 

(H/A), Weight for Age (W/A), and Weight for Height 

(W/H). These indicators classify toddlers as 

malnutrition, stunting, wasting, or obesity [3]. Data 

from the 2022 Indonesian Nutritional Status Study 

(SSGI) shows that the prevalence of stunting in 

toddlers reached 21.6%, underweight toddlers were 

17.1%, wasting was 7.7%, and toddlers who are obese 

were 3.5% [4]. The high prevalence rate shows the 

importance of monitoring and early intervention to 

improve the nutritional status of toddlers in 

Indonesia. Nutritional problems not only hurt 

physical growth but can also inhibit cognitive 

development and reduce productivity in the future 

[5]. Therefore, early intervention is very much needed 

to overcome this problem. 

Machine learning-based classification methods 

are one of the relevant approaches to support this 

effort. Classification is a data analysis method that 

uses machine learning to predict the membership of 

data samples into predetermined classes and groups 

[6]. Machine Learning (ML) is an interdisciplinary 

field built on ideas from cognitive science, computer 

science, statistics, and optimization, among many 

other scientific and mathematical disciplines [7]. This 

field allows the processing of large amounts of data, 

provides deep insight into data behaviour, and 

supports more precise decision-making based on the 

resulting analysis [8]. In its application, machine 

learning algorithms can be categorized into four main 

types, namely supervised, unsupervised, semi-

supervised, and reinforcement learning. Each 

category has different goals and approaches 

according to the data analysis needs [9]. Machine 

learning techniques can process large and complex 

data [10]. Thus providing an opportunity to produce 

a classification of toddler nutritional status with high 

accuracy. 

Previous research by Khansa et al. [11] has 

utilized machine learning algorithms such as K-

Nearest Neighbor (KNN) and Naive Bayes to classify 

the nutritional status of toddlers, with datasets 
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obtained from the Bojongsoang Health Center using 

the SMOTE oversampling technique to handle data 

imbalance, with attributes used in the study including 

age in months, height, weight, Z-Score Weight by 

Age, Z-Score Height by Age, and Z-Score Weight by 

Height. After applying the oversampling technique, 

the study showed a significant improvement in the 

KNN and NB models. In particular, the KNN model 

showed superior performance, increasing the F1 

Score from 67.20% to 95.62%, with an accuracy of 

95.67%. The Naive Bayes model also improved, 

increasing the F1 Score from 71.22% to 95.62%, with 

an accuracy of 94%. 

Another study by Gina et al. [12] used the K-

Nearest Neighbor (KNN) and Neural Network (NN) 

algorithms. The nutritional status of toddlers in this 

study was measured using age, gender, weight (BB), 

and height (TB) data. The results of the study showed 

that the JST algorithm, KNN with k = 3 on the BB/A, 

BB/TB, and TB/A datasets, KNN with k = 5 on the 

TB/A dataset, KNN with k = 7 on the TB/A dataset 

had the most optimum accuracy value 99% with a 

small error value 0.007. 

Previous studies conducted by Khansa et al. 

using the K-Nearest Neighbors (KNN) and Naive 

Bayes algorithms, as well as research by Gina et al. 

using the K-Nearest Neighbor (KNN) and Neural 

Network (NN) algorithms for toddler nutritional 

status classification, have shown very good accuracy. 

However, both studies have not utilized feature 

selection techniques to identify the most relevant 

features and improve model performance more 

efficiently. 

Feature selection is an important technique that 

allows models to run faster, eliminate noisy data, 

remove redundancy, reduce overfitting, increase 

accuracy, and improve generalization ability on test 

data [13]. This study introduces a new approach that 

implements feature selection techniques. Feature 

selection has a major impact on various applications, 

such as building simpler ones, improving learning 

performance, and creating clean and understandable 

data [14]. This study uses the Recursive Feature 

Elimination (RFE) feature selection technique, which 

has been proven to have higher accuracy than other 

feature selection methods such as ANOVA, Lasso, 

and Random Forest Feature Importance. 

In addition, the Synthetic Minority Over-

sampling Technique (SMOTE) is used in this study to 

handle class imbalance, ensuring the model is not 

biased towards the majority class. This technique 

effectively improves classification performance on 

imbalanced datasets [15]. Balancing data between the 

majority and minority classes, SMOTE can improve 

accuracy in predicting less common statuses, such as 

obesity or overnutrition. 

This study uses the Support Vector Machine 

(SVM) and Random Forest algorithms to compare the 

performance of two machine learning methods in 

developing classification models with optimal results. 

SVM was chosen because of its ability to handle high-

dimensional data [16]. At the same time, Random 

Forest was used because of its ability to produce 

reliable classification performance on datasets with 

high dimensions and variable complexity [17]. The 

performance is considered superior to other 

classification algorithms, such as K-Nearest 

Neighbor (KNN) and Neural Networks (NN), 

because with larger data sets, classification in KNN 

and NN takes longer. At the same time, SVM and 

Random Forest are more efficient in processing the 

data. In addition, SVM and Random Forest are easier, 

more practical, and faster to implement. [18]  

This study aimed to develop a classification 

model of toddler nutritional status based on 

anthropometric indices based on machine learning 

algorithms. The classification includes good 

nutrition, poor nutrition, overnutrition, risk of 

overnutrition, and obesity. By implementing feature 

selection and data balancing techniques, this study is 

expected to contribute significantly to supporting a 

more effective toddler nutritional monitoring system 

and encouraging appropriate interventions in 

addressing dietary problems in Indonesia. 

2. METHOD 

 
Figure 1. Flow Method Research 

 

This study proposes a classification system for 

toddler nutritional status through structured stages. 

The research flow can be seen in Figure 1. The 

research process begins with data collection, followed 

by data preprocessing, which includes cleaning 

missing values, data scale transformation, categorical 

variable encoding, and feature selection using certain 

methods. Unlike previous studies, this study 

emphasizes feature selection to improve data 

relevance and model efficiency, reducing the risk of 

overfitting. 

After the data is ready, the dataset is divided into 

70% training and 30% testing data, with cross-



Femmi Widyawati, et al., CLASSIFICATION OF TODDLER NUTRITIONAL …   1895 

validation techniques to ensure consistent results. 

Data balancing is done using SMOTE, which is more 

effective in generating synthetic data for minority 

classes than conventional oversampling methods. 

The next stage is the implementation of machine 

learning algorithms for toddler nutritional status 

classification, namely by implementing the SVM and 

Random Forest algorithms. In the final step, model 

evaluation is carried out to measure the algorithm's 

performance in terms of accuracy, precision, recall, 

and f1-score. 

2.1. Data Collection 

This study utilizes a toddler nutrition 

measurement dataset consisting of 9,735 records, 

sourced from a government agency in Indonesia. Of 

the total dataset, 8,731 records classify toddlers as 

well-nourished, 477 as undernourished, 345 as at risk 

of over-nutrition, 83 as over-nourished, 66 as 

malnourished, and 33 as obese. This dataset includes 

19 attributes and one target class for nutritional status 

classification. Preliminary analysis revealed several 

data quality issues, such as missing values and 

outliers, across multiple attributes, which could affect 

the accuracy and robustness of the classification 

model. Therefore, a comprehensive data pre-

processing stage is conducted to address these 

challenges, including imputation of missing values 

and treatment of outliers to maintain data integrity. 

2.2. Data Understanding 

This process aims to understand the 

characteristics of the dataset used deeply. This study 

aims to understand the characteristics of the toddler 

dataset used in classifying nutritional status. The 

dataset consists of various toddler information, such 

as age, gender, weight, height, and nutritional status 

labels, which include categories such as good 

nutrition, malnutrition, poor nutrition, risk of 

overnutrition, overnutrition, and obesity. At this 

stage, data exploration is carried out to determine the 

distribution of data, patterns of relationships between 

variables, and potential problems such as missing 

data or outliers. This understanding is the basis for 

ensuring that the data used is ready to be further 

processed in the preprocessing and analysis stages so 

that the resulting model can accurately classify 

toddler nutritional status. 

2.3. Data Preprocessing 

Ini merupakan contoh penggunaan sub-bab pada 

paper. Sub-bab diperbolehkan untuk dimasukkan 

pada semua bab, kecuali di kesimpulan 

Data preprocessing is a crucial step in machine 

learning, involving modifications or encodings that 

make the data interpretable for computational models 

[19]. Data used in data mining processes often 

requires optimization to ensure that it is in a condition 

suitable for accurate and efficient processing. 

Common challenges, such as missing values, 

redundant data, outliers, and incompatible data 

formats, can significantly impact the outcomes and 

reliability of data mining results. Addressing these 

issues is essential for maintaining data quality and 

achieving accurate model predictions. To overcome 

these problems, a rigorous data pre-processing stage 

is necessary, which includes multiple techniques, 

such as data cleaning, normalization, encoding , and 

feature selection. 

1. Data Cleaning 

The data cleaning process is very important 

when there are missing values in the attributes 

because unhandled gaps can significantly affect the 

accuracy of the machine learning model. This process 

includes several techniques, such as missing data 

imputation and outlier handling, which are important 

for maintaining data quality.  

One of the main problems in data is the presence 

of missing values, which can affect the quality of 

analysis and the machine learning model's 

performance. To handle missing values in numerical 

data, use the imputation approach by replacing empty 

entries with the average value in the same class. This 

approach helps maintain data balance and reduces 

potential bias affecting the analysis results. 

Meanwhile, sequence-based imputation methods 

handle missing values in categorical data, such as 

forward fill (filling with the previous value) or 

backward fill (filling with the next value). This 

method fills in missing values by considering the 

previous or next values in the data sequence, thereby 

maintaining the consistency and sequential nature of 

the analyzed data set. 

In addition to handling missing data, outlier 

processing is an important part of data cleaning. The 

method used to detect outliers in numeric data is the 

Z-score. This method calculates how far the data 

value is from the average, measured in standard 

deviation units. Values with a Z-score greater than a 

certain threshold, such as 3 or -3, are considered 

outliers because they indicate that the data is more 

than three standard deviations from the average value. 

Outlier management is done by removing the data 

because it is considered irrelevant to improve the 

accuracy and performance of the machine learning 

model. The formula for this outlier using z-score is 

equetion (1): 

𝑍 =
𝑋− 𝜇

𝜎
 (1) 

Where: 

𝑍 : Value of z-score 

𝑥 : The data value to be checked. 

𝜇 : The average (mean) of the data. 

𝜎 : Standard deviation of the data. 

2. Data Transformation 

Data transformation is essential for preparing 

the dataset to be suitable for modeling, ensuring that 

the data is in a format compatible with machine 
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learning algorithms [20]. The data transformation 

stage in this study includes feature standardization 

and feature coding to ensure that the features used in 

modeling have diverse scales and formats that 

machine learning algorithms can understand.  

The standardScaler method is used for feature 

standardization, which is a data transformation 

process so that each feature in the dataset has an 

average (mean) of 0 and a standard deviation of 1. 

This process is carried out by calculating the 

difference between each data value and the average of 

the feature, then dividing it by the standard deviation 

of the feature in question. Thus, each feature will have 

a value centred around zero and have a uniform scale, 

which is important to ensure that all features 

contribute equally to the model. This standardization 

also helps speed up convergence in machine learning 

algorithms, reduces potential bias, and improves 

overall model performance. The StandardScaler 

equation can be seen in equation (2). 

𝑋𝑆𝑐𝑎𝑙𝑒𝑑 =  
𝑥−𝜇

𝜎
 (2) 

Where X is the original value of the feature, is 

the mean, and is the standard deviation. 

The next transformation stage is categorical data 

encoding. Label coding is a process used for encode 

categorical values by changing each value is in a 

column as a number [21]. The label encoding method 

is applied at this stage to change the categorical 

features that were initially strings and cannot be 

directly used in machine learning algorithms because 

the model only accepts input in numeric form. 

Therefore, LabelEncoder is used to convert each 

unique category in the categorical attribute into a 

number so that the model can process it properly and 

allow the algorithm to work optimally without 

affecting the data distribution. 

The formula for this LabelEncoder is equetion 

(3): 

𝑦𝑖 = 𝑓(𝑥𝑖) (3) 

Where is a mapping function that assigns an 

integer label to each unique category. This mapping 

is based on the frequency or occurrence order of the 

categories in the data. 

3. Feature Selection 

Feature selection in this study is conducted 

using the Recursive Feature Elimination (RFE) 

method, an effective approach for identifying the 

most relevant features to enhance model performance 

[22]. The Random Forest Classifier was applied to 

rank the features based on their contribution to 

predicting toddler nutritional status, ultimately 

selecting the top features that had the most significant 

impact. This selection process resulted in six key 

features: Head Circumference (HC), Mid-Upper Arm 

Circumference (MUAC), Age, Height, Weight-for-

Age (WFA), and Weight, each demonstrating strong 

relevance in determining nutritional outcomes. This 

feature selection was followed by model training 

using only selected features, which resulted in a high 

accuracy of 95%. These results indicate that the 

selected features have predictive solid power and 

show the potential of the model to support nutritional 

status analysis more efficiently and accurately. 

2.4. Building Model 

In building a machine learning model, an 

important initial step is to divide the dataset into 

training and testing data. The goal is to ensure that the 

model built can learn patterns from the data well and 

generalize to new data that has never been seen 

before. Training Data is used to train the model. The 

model will learn the pattern of relationships between 

features (input) and labels (output) from this data. 

Testing Data evaluates the model's performance on 

new data not seen during the training process. This 

study divided the dataset into 70% for training data 

and 30% for testing data. This division was done so 

that the model had enough training and sufficient data 

for performance evaluation. 

2.5. Balancing Data 

In this study, the data imbalance issue is 

addressed using the SMOTE (Synthetic Minority 

Over-sampling Technique) method. SMOTE works 

by generating synthetic samples for minority classes, 

thereby balancing the dataset and improving the 

model's ability to learn underrepresented categories 

[23]. By creating new instances through interpolation 

between existing minority samples, SMOTE 

increases the minority class representation without 

directly duplicating data, which helps to reduce 

overfitting. This technique improves the model's 

sensitivity to the minority class, allowing for more 

accurate classification of less frequent categories, 

such as cases of malnutrition or obesity in toddlers. 

Furthermore, SMOTE is preferred over the ADASYN 

(Adaptive Synthetic Sampling) technique due to its 

more stable performance, as it avoids potential noise 

introduced by ADASYN's focus on hard-to-classify 

samples [24]. The balanced dataset generated through 

SMOTE improves the robustness of the model, 

ensuring that it is not overly biased towards the 

majority class. This ultimately contributes to higher 

accuracy and more reliable predictions, especially for 

rare courses critical in healthcare applications. The 

successful application of SMOTE in this study 

underscores its value in machine learning workflows 

where data imbalance is a critical challenge. 

2.6. Fit Model 

After the data is balanced, the next step is to 

train the machine learning model on it. In this study, 

the classification model was trained using two 

algorithms: Support Vector Machine (SVM) and 

Random Forest.  
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1. Support Vector Machine (SVM) 

This study uses a Support Vector Machine 

(SVM) with a Radial Basis Function (RBF) kernel to 

separate data into various classes. RBF kernel has 

superior capability in handling practical challenges, 

especially in non-linearly separated data, and requires 

fewer parameters to be adjusted than the polynomial 

kernel [25]. The RBF kernel can be formulated as 

follows : 

𝐾(𝑥, 𝑥′) =  𝑒𝑥𝑝 (−𝛾||𝑥 − 𝑥′||
2

) (4) 

Where: 

 𝑥 and 𝑥′ is two data vectors. 

 ||𝑥 − 𝑥′||2 is the Euclidean squared distance 

between 𝑥 and 𝑥′. 

 𝛾 is a kernel parameter that controls how much 

influence one data point has on another. A larger 

value of γ makes the model more sensitive to 

changes in the data, while a smaller value of γ 

makes the model more general. 

 

2. Random Forest 

In addition to SVM, this study utilizes the 

Random Forest algorithm, which offers several 

distinct advantages for classification tasks. Random 

Forest is known for its strong performance in 

accurately classifying data, its robustness in handling 

diverse types of datasets, and its processing speed, 

making it a popular choice in machine learning 

applications [26]. This algorithm operates by 

constructing an ensemble of decision trees, where 

each tree is trained on a subset of the data, allowing it 

to capture complex patterns while reducing the risk of 

overfitting. Random forest is formulated as: 

�̂� = 𝑚𝑜𝑑𝑒 {ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑡(𝑥)} (5) 

Where: 

 �̂� : The final prediction given by Random Forest 

for the input data 𝑥. 

 ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑡(𝑥)  : A set of predictions 

generated by 𝑡 decision trees in an ensemble. 

 𝑚𝑜𝑑𝑒 : A function that takes the majority of 

votes from all predictions. 

2.7. Evaluate Model 

At this stage, an evaluation will be carried out to 

help determine whether the model can predict a 

classification well or not. Predictive ability is 

measured based on the value of the confusion matrix. 

The confusion matrix is a matrix that displays the 

actual classification prediction and the predicted 

classification . 
 

Table 1.  Confusion matrix 

 Prediction 

Actual TRUE FALSE 

TRUE TP FP 

FALSE FN TN 

 

This matrix consists of four main components, 

namely TP (True Positive), FP (False Positive), FN 

(False Negative), and TN (True Negative). The 

following is the explanation: 

1) TP (True Positive) is the number of positive 

samples that are correctly classified. 

2) TN (True Negative) is the number of negative 

samples that are correctly classified. 

3) FP (False Positive) is the number of negative 

predictions that are incorrectly classified as 

positive. 

Table 1. Shows the evaluation matrix that will 

be used to calculate the model performance, which 

can be computed using accuracy, precision, recall, 

and f1-score. 

 

1. Accuracy 

Accuracy is a metric that calculates the ratio 

between the number of correct predictions (both 

positive and negative) and the total amount of data. 

The accuracy formula is formulated in the following 

equation (6): 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (6) 

In the context of this study, accuracy describes 

how well the model can predict nutritional status from 

existing categories, such as good nutrition, poor 

nutrition, undernutrition, overnutrition, risk of 

overnutrition, and obesity. Although this metric 

provides a general overview of model performance, it 

has a weakness: sensitivity to uneven class 

distribution. Therefore, additional metrics are used to 

provide a more comprehensive evaluation. 

 

2. Precision 

Precision measures the level of accuracy of the 

model's positive predictions. This value indicates the 

proportion of correct positive predictions to all 

positive predictions. The precision formula is 

formulated in the following equation (7): 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (7) 

In this study, precision is important to assess 

how accurate the model is in identifying a particular 

nutritional status without producing many false 

positive predictions. 

 

3. Recall 

Recall, also known as sensitivity or True 

Positive Rate, indicates the model's ability to detect 

all positive data. The recall formula is formulated in 

the following equation (8): 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (8) 

Recall is relevant to this study because it 

describes how well the model can identify the true 
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nutritional status category, especially in minority 

classes such as malnutrition or obesity. 

 

4. F1-Score 

F1-score is the harmonic mean of precision and 

recall, which provides a balance between the two. F1-

score is very useful for evaluating models on datasets 

with imbalanced class distributions. The f1-score 

formula is formulated in the following equation (9): 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

The F1-score value ranges from 0 to 1, where 

values closer to 1 indicate that the model balances 

precision and recall. This is important to ensure that 

the model is accurate in its predictions and sensitive 

to the actual data. 

3. RESULT 

In this study, a classification model was 

developed to assess toddler nutritional status using 

two machine learning algorithms: Support Vector 

Machine (SVM) and Random Forest. These 

algorithms were selected for their effectiveness in 

handling complex classification tasks, with SVM 

providing precise boundary separation and Random 

Forest offering robust ensemble learning. This 

approach aims to accurately categorize nutritional 

statuses, supporting targeted interventions for toddler 

health.  

3.1. Data Collection 

The data used in this study were obtained from 

one of the Health Institutions in Indonesia, which 

contains information about toddlers for nutritional 

status analysis. This dataset consists of 9,735 entries 

equipped with 19 attributes that describe various 

demographic characteristics, health, and dietary 

measurements. These attributes include: Name, Date 

of Birth, Sex, District, Age of Measurement, Weight, 

Height, Upper Arm Circumference (UAC), Head 

Circumference, Measurement Method, W/H (Weight 

per Height), W/A (Weight per Age), H/A (Height per 

Age), Z-Score W/A, Z-Score H/A, Z-Score W/H, 

Parenting Pattern, Vit_A (Provision of Vitamin A), 

and Exclusive_ASI. 

This dataset provides a comprehensive picture 

of the condition of toddlers, including aspects of 

physical growth, parenting patterns, and health 

interventions. The information in the dataset is very 

important in the analysis process because it helps 

understand the relationship between various factors 

that influence the nutritional status of toddlers. 
 

Table 2. Dataset 

... Sex Weight Height ... W_H 

... M 12,15 92,0 ... Gizi Baik 

... F 6,7 73,5 ... Gizi Buruk 

... M 8,45 78,3 ... Gizi Kurang 

... M 18,5 100,0 ... Gizi Lebih 

... F 22,65 100,8 ... Obesitas 

... ... ... ... ... ... 

... ... ... ... ... ... 

... 
F 14 90,5 ... 

Resiko Gizi 

Lebih 

 

The dataset view is presented briefly in Table 2, 

showing the data structure for several attributes, 

including sex, weight, height and nutritional status 

category. 

3.2. Data Understanding 

The dataset used in this study consists of  9,735 

entries with 19 attributes that describe the 

characteristics of toddlers from various aspects. The 

target label in this dataset is the nutritional status 

category, which consists of six classes: Good 

Nutrition, Undernutrition, Malnutrition, 

Overnutrition, Risk of Overnutrition, and Obesity. 

Initial analysis showed data imbalance, where most 

entries were in the Good Nutrition category, while the 

other categories had much fewer entries. To address 

this problem, this study used the SMOTE 

oversampling technique to balance the classes. In 

addition, the dataset has 2,932 missing values in the 

Upper Arm Circumference (UAC) column, 2,874 in 

the  Head_Circumference column, 4,876 in the 

Parenting_Pattern column, 4,867 in the Vit_A 

column, and 4,867 in the Exclusive Breastfeeding 

column. The dataset also contains outliers in the 

columns of Upper Arm Circumference (UAC), 

Weight, Height, and Head Circumference. So, it is 

necessary to handle outliers so they do not affect 

model performance. In addition, attributes in the 

dataset have different scales, such as weight in 

kilograms and height in centimetres. This requires 

normalization so all features have a uniform scale 

before being used in a machine-learning model. 

3.3. Data Preprocessing 

Data preprocessing includes several processes, 

including: 

1. Data Cleaning 

The data cleaning stage is carried out to ensure 

the data quality used in the analysis. In this process, 

missing values and outliers in the dataset are handled. 

Missing values are identified in attributes such as 

Upper Arm Circumference (UAC), 

Head_Circumference, Parenting_Pattern, Vit_A, and 

Exclusive_Breastfeeding. Because the attributes are 

considered important for determining nutritional 

status, these attributes are not deleted, and the 

imputation method will be applied to overcome the 

missing values. The imputation method is the mean 

(average value) for numeric data type attributes and 

backwards and forward fill imputation for categorical 

type attributes. In addition, outlier detection is carried 

out using a z-score to identify data outside the normal 

limits. The detected outliers are then removed. This 

process is carried out carefully to maintain significant 

outliers in the domain. 
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2. Data Transformation 

To ensure that all features in the dataset are on a 

uniform scale, a transformation using StandardScaler 

is performed. This transformation changes the value 

of each feature so that it has a mean of 0 and a 

standard deviation of 1. This process is important 

because the features in the dataset have different 

scales, such as Weight in kilograms and Height, Head 

Circumference, and Upper Arm Circumference 

(UAC) in centimetres, which can cause the machine 

learning algorithm to be biased towards features with 

large values. The results before and after the standard 

scaler can be seen in the Table 3 and Table 4. 
 

Table 3. Dataset before scaled 

Index 
Before Scaled  

Weight ... Height UAC ... 

7788 13,1 ... 88,0 15,0 ... 

4535 11,7 ... 81,8 17,0 ... 

8751 11,3 ... 87,5 9,9 ... 

495 9,2 ... 82,5 14,0 ... 

9089 16,3 ... 100,0 15,0 ... 

 

Tabel 4. Dataset after scaled 

Index 
After Scaled  

Weight ... Height UAC ... 

7788 0,41023 ... 0,11616 0,36747 ... 

4535 -0,00511 ... -0,35801 1,09356 ... 

8751 -0,12378 ... 0,07792 -1,11376 ... 

495 -0,74679 ... -0,30447 0,07703 ... 

9089 1,35958 ... 1,03392 0,36747 ... 

 

This study utilized a dataset of toddler 

anthropometry measurements and demographic to 

develop a classification model for toddler nutritional 

status. The dataset includes essential attributes that 

were carefully transformed and encoded to ensure 

compatibility with the classification algorithms. 

Categorical attributes were converted into numeric 

format using LabelEncoder, which preserves the data 

structure while making it readable and processable by 

the model. This transformation facilitates the 

algorithm's ability to interpret categorical data 

accurately, enhancing overall model performance. 

Tables 2 and 5 present a comparison of the dataset 

before and after encoding, illustrating the 

transformation's impact on data readiness for 

analysis. 
 

Table 5. Dataset after encoding 

... Sex Weight Height ... W_H 

... 0 12,15 92,0 ... 0 

... 1 6,7 73,5 ... 1 

... 0 8,45 78,3 ... 2 

... 0 18,5 100,0 ... 3 

... 1 22,65 100,8 ... 4 

... ... ... ... ... ... 

... ... ... ... ... ... 

... 1 14 90,5 ... 5 

 

Table 5 displays the results of the encoding 

process. In the "Sex" attribute, the original categorical 

values of M (Male) and F (Female) have been 

converted to 0 and 1, respectively. Similarly, for the 

"W_H" attribute, which represents the nutritional 

status of toddlers, categories have been assigned 

numeric values: Good Nutrition is encoded as 0, 

Malnutrition as 1, Undernutrition as 2, Overnutrition 

as 3, Obesity as 4, and Overnutrition Risk as 5. These 

numerical codes allow the algorithm to efficiently 

recognize and process the variations in nutritional 

status categories without altering the underlying 

meaning of the original data. This encoding approach 

simplifies the data for the model while preserving the 

integrity of categorical distinctions. As a result, the 

transformation enhances algorithm compatibility and 

contributes to more accurate and streamlined 

processing of the dataset. 

3. Feature Selection  

Following the encoding of the dataset, the next 

step is feature selection. In this process, several 

feature selection techniques are applied to identify the 

features that contribute most significantly to 

accurately classifying toddlers' nutritional status. The 

methods used include Recursive Feature Elimination 

(RFE), Lasso Regression, Analysis of Variance 

(ANOVA), and Random Forest Feature Importance. 

Each technique is evaluated based on the accuracy it 

achieves, helping to determine the optimal 

combination of features for predicting toddlers' 

nutritional status. The accuracy results of each feature 

selection method are presented in Table 6, providing 

a basis for selecting the most relevant features to 

enhance the model’s overall performance. This 

selection process aims to streamline the dataset by 

focusing on the most impactful features, thus 

improving efficiency and prediction accuracy. 
 

Table 6. Feature Selection Test Results 

 
RFE Lasso ANOVA 

RF Feature 

Importance 

Accuracy 95% 91% 93% 90% 

 

As shown in Table 6, the Recursive Feature 

Elimination (RFE) method achieved the highest 

accuracy among the feature selection techniques, with 

an impressive accuracy of 95%. This result highlights 

the critical role of selecting relevant features in 

enhancing the performance of the toddler nutritional 

status classification model. The selected feature, 

Height and Weigh, demonstrated a significant 

contribution to accurate predictions of toddler 

nutritional status. These features not only improve the 

model's accuracy but also streamline the 

classification process by focusing on the most 

impactful indicators. This outcome underscores the 

importance of robust feature selection in building 

reliable and effective models for health-related 

applications. The dataset of the feature selection 

results can be seen in Table 7. 
 

Table 7 . Dataset After Feature Selection 

Weight Height W_H 

12,15 92,0 0 

6,7 73,5 1 

8,45 78,3 2 

18,5 100,0 3 

22,65 100,8 4 
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... ... ... 

... ... ... 

14 90,5 5 

3.4. Building Model 

In this study, the model-building process was 

carried out to classify the nutritional status of toddlers 

based on anthropometric indices. The data used in this 

study were divided into two main parts, namely 

training data and testing data, with a proportion of 

70% for training and 30% for testing. This division 

aims to ensure that the model has enough data to learn 

from existing patterns, as well as to test the model's 

ability to generalize to data that has never been seen 

before. 

3.5. Balancing Data 

To address the issue of class imbalance in the 

dataset, SMOTE was applied. SMOTE balances the 

distribution across nutritional status categories, 

including good nutrition, undernutrition, 

overnutrition, poor nutrition, risk of overnutrition, 

and obesity. By using this technique, the model is 

better equipped to handle class imbalance, which 

enhances its generalization ability and accuracy in 

classifying toddler nutritional status. Initially, the 

dataset displayed a significant imbalance, with the 

good nutrition category comprising 8,731 records, 

while other categories had substantially fewer entries 

malnutrition had 477 records, risk of overnutrition 

had 345 records, overnutrition had 83 records, and 

obesity had only 33 records. After implementing 

SMOTE, each category was balanced, with 6,133 

records in each nutritional status class, ensuring equal 

representation across categories. This balanced 

distribution allows the model to learn from each 

category equally, leading to more reliable and 

accurate predictions and reducing the risk of model 

bias toward the majority class. The use of SMOTE 

significantly improves the model’s robustness and 

effectiveness in practical applications related to 

toddler nutrition. 

3.6. Fit Model 

In this study, the models chosen were SVM and 

Random Forest, the following is an explanation: 

1. Support Vector Machine (SVM) 

 

 
Figure 2. SVM Model Implementation 

 

Figure 2 shows the implementation of the SVM 

model. The Support Vector Machine (SVM) model 

uses the SVC function from the sci-kit-learn library 

with a Radial Basis Function (RBF) kernel. The main 

parameters used include C=100, which provides 

regularization to control the balance between wide 

margins and misclassifications in the training data, 

and gamma=0.1, which determines the influence of a 

single data point on the model's decision. In addition, 

the class_weight='balanced' option is applied to 

handle class imbalance by giving proportional 

weights to the frequency of each class. The model is 

trained on data treated with the SMOTE method to 

improve the representation of the minority class and 

to ensure the model's generalization ability to non-

linear patterns in the data. 

 

2. Random Forest 
 

 
Figure 3. Random Forest Model Implementation 

 

Figure 3 shows the implementation of the 

random forest model. The Random Forest model was 

implemented using the RandomForestClassifier 

function from the scikit-learn library, with default 

parameters and random values specified via 

random_state=42 to ensure the reproducibility of the 

results. The algorithm works by constructing several 

decision trees from random subsets of the training 

data and aggregating them via majority voting for 

classification. The model was trained on training data 

processed using the SMOTE method to address class 

imbalance. This approach allows the model to capture 

complex patterns and improves generalization 

capabilities, especially on data with imbalanced class 

distributions. 

3.7. Evaluate Model 

The implementation process involves 

evaluating each algorithm’s performance on the 

balanced dataset to determine its effectiveness in 

classifying toddler nutritional status. Key 

performance metrics, including accuracy, precision, 

recall, and f1-score are measured and compared for 

both algorithms to assess their strengths and 

limitations. The comparative results of the SVM and 

Random Forest models are displayed in Table 8, 

providing insights into each model’s capability in 

handling this classification task. This analysis helps 

identify the more suitable algorithm for accurately 

predicting nutritional categories, ensuring a reliable 

and effective classification system. 
 

Table 8. Results of testing the SVM and RF models 

 SVM RF 

Accuracy 93% 95% 

Precision 71% 77% 

Recall 90% 87% 

F1-score 79% 81% 

 

Based on the results presented in Table 8, the 

test performance for the two classification algorithms, 

Support Vector Machine (SVM) and Random Forest 

(RF), shows promising results in classifying toddlers' 

nutritional status. The SVM algorithm achieved an 

accuracy of 93%, with a precision of 71% and a recall 



Femmi Widyawati, et al., CLASSIFICATION OF TODDLER NUTRITIONAL …   1901 

of 90%, indicating that while SVM is good at 

detecting positive cases, it struggles with false 

positives. On the other hand, the Random Forest 

algorithm slightly outperformed SVM, with an 

accuracy of 95%, precision of 77%, and recall of 

87%. This indicates that Random Forest strikes a 

better balance between precision and recall than 

SVM. While both models performed well, Random 

Forest provided a higher F1 score of 81%, compared 

to SVM's F1 score of 79%, demonstrating its more 

balanced approach to handling false positives and 

false negatives. Overall, Random Forest is a more 

practical choice for accurately classifying the 

nutritional status of toddlers, particularly in handling 

complex data sets. Figure 4 displays the precision, 

recall, and F1-score values for each category of 

toddler nutritional status: "gizi baik" (good nutrition), 

"gizi buruk" (malnutrition), "gizi kurang" 

(undernutrition), "gizi lebih" (overnutrition), 

"obesitas" (obesity), and "resiko gizi lebih" (risk of 

overnutrition). The "gizi baik" (good nutrition) 

category demonstrates high precision, recall, and F1-

score values. 
 

Figure 4. Classification Result of SVM 

 

In Figure 4 shows that the SVM model 

performed very well in the ”gizi baik” (good 

nutrition) category, with a precision of 100%, a recall 

of 93%, and an F1-score of 96%, reflecting a very 

accurate classification. In the “gizi buruk” 

(malnutrition) category, the precision was 60%, while 

the recall was higher at 86%, with an F1-score of 

71%. This indicates that the model could detect most 

cases of “gizi buruk” (malnutrition), although there 

were some false positives. For the “gizi kurang” 

(undernutrition) category, the precision was 61%, the 

recall was 92%, and the F1-score was 74%, indicating 

that the model was better at detecting cases (high 

recall) than providing accurate predictions. In the 

"gizi lebih" (overnutrition) category, the model 

performed strongly with a precision of 81%, a recall 

of 97%, and an F1-score of 88%, reflecting consistent 

accuracy in this category. For the "obesitas" (obesity)  

category, the precision was 73%, recall 80%, and F1-

score 76%, indicating that the model was quite 

effective in identifying "obesitas" (obesity)  cases but 

produced some false positives. In the "risiko gizi 

lebih" (risk of overnutrition) category, the precision 

was the lowest, at 52%, while the recall was very 

high, at 95%, resulting in an F1-score of 67%. This 

indicates that the model can detect cases in this 

category well, but its precision still needs to be 

improved. Overall, the SVM model achieved an 

accuracy of 93% for all categories. The macro 

average values were precision 71%, recall 90%, and 

F1-score 79%, while precision 96%, recall 93%, and 

F1-score 94%. This indicates that the SVM model 

works very well for the majority category but needs 

improvement in minority categories, such as “gizi 

buruk” (malnutrition) and "risiko gizi lebih" (risk of 

overnutrition), to improve prediction accuracy. The 

classification results from Random Forest can be seen 

in Figure 5. 

 

Figure 5. Classification Result of Random Forest 

 

In Figure 5 shows that the Random Forest model 

performed very well in the ”gizi baik” (good 

nutrition) category, with a precision of 98%, a recall 

of 97%, and an F1-score of 98%, reflecting the 

model’s ability to classify this category accurately. In 

the “gizi buruk” (malnutrition) category, the precision 

reached 64%, a higher recall of 86%, and an F1-score 

of 73%, indicating that the model was quite good at 

detecting “gizi buruk” (malnutrition) cases despite 

producing some false optimistic predictions. For the 

“gizi kurang” (undernutrition) category, the precision 

was 71%, a recall of 82%, and an F1-score of 76%, 

indicating that the model was better at detecting cases 

than making precise predictions. In the "gizi lebih" 

(overnutrition) category, the precision reached 79%, 

a recall of 87%, and an F1-score of 83%, indicating 

good and consistent performance in classifying this 

category. In the "obesitas" (obesity) category, the 

model achieved a precision of 77%, a recall of 100%, 

and an F1-score of 87%, indicating that the model 

was very good at detecting all obesity cases (high 

recall) but produced some false positives. For the 

risiko gizi lebih" (risk of overnutrition) category, 

precision and recall were 71%, with an F1-score of 

71%, indicating that the model performed moderately 

in classifying this category, possibly due to more 

complex data patterns or limited data size. Overall, 

the Random Forest model achieved 95% accuracy 

across all categories. The macro averages were 77% 
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precision, 87% recall, and 81% F1-score, indicating 

good performance for the minority category, although 

there is still room for improvement. Model errors tend 

to occur in categories with fewer data and patterns 

that are difficult to distinguish from other categories, 

such as “gizi buruk” (malnutrition)  and "gizi lebih" 

(overnutrition). These results indicate that the 

Random Forest model can classify most nutritional 

status categories with high accuracy compared to the 

SVM model. Figure 6 shows a comparison graph of 

the performance of the SVM and Random Forest 

models. 
 

Figure 6. Comparison of SVM and Random Forest Performace 

 

Based on the performance comparison graph of 

SVM and Random Forest shown in Figure 6 and from 

the explanation of the research results. Overall, 

Random Forest proved to be more effective in 

providing a more balanced performance and higher 

accuracy for classifying the nutritional status of 

toddlers in this study. 

4. DISCUSSION 

This study developed a classification of toddler 

nutritional status by comparing the performance of 

the Support Vector Machine (SVM) and Random 

Forest algorithms. The results showed that the 

Random Forest algorithm was superior, with an 

accuracy of 95%, compared to SVM. This difference 

can be explained by the nature of the Random Forest 

algorithm, which utilizes ensemble learning to build 

decisions based on many trees, making it better able 

to handle high data complexity and overcome data 

imbalance. The Recursive Feature Elimination (RFE) 

selection technique also helps identify relevant 

features, making the model training process more 

focused. On the other hand, SVM, although strong in 

handling data with clear margins, may face 

challenges in handling datasets with high dimensions 

and imbalanced class distributions, even though 

SMOTE has done oversampling. When compared to 

a similar study by Anamisa et al. [27], which also 

used SVM for the classification of malnutrition status 

on Madura Island, the results of this study show a 

significant difference. In the study [27], SVM with a 

polynomial kernel achieved an accuracy of 89.76%, 

while in this study, SVM produced lower accuracy 

than Random Forest. This may be due to differences 

in dataset characteristics, size, and class distribution. 

This study used a larger dataset (9.735 toddler data) 

with more diverse nutritional status classes compared 

to the study [27], which used 694 data. With larger 

data, Random Forest can show superior performance 

because of its nature, allowing it to capture data 

variations better than SVM. 

This research also significantly impacts 

monitoring the nutritional status of toddlers in 

Indonesia. With the high accuracy achieved by 

Random Forest, this model can be implemented in a 

technology-based system to predict nutritional status 

automatically to help health workers make faster and 

more accurate decisions. The SMOTE oversampling 

technique used also shows potential in overcoming 

the problem of data imbalance, which often occurs in 

public health data in Indonesia. 

However, this study has several limitations. 

Although oversampling with SMOTE successfully 

improves model performance, this technique also has 

several limitations that must be considered. SMOTE 

is effective on numeric data, but its application to text 

data is less than optimal. In addition, this study only 

used two classification algorithms, namely SVM and 

Random Forest, so it cannot provide insight into how 

other algorithms, such as Gradient Boosting or Neural 

Networks, will perform in the same dataset. In the 

future, further research can explore other algorithms 

or integrate hybrid methods to improve model 

performance. In addition, research can focus on 

testing data from various regions in Indonesia to 

understand whether the resulting model has good 

generalization to the entire population. 

5. CONCLUSION 

This study compares the Support Vector 

Machine (SVM) and Random Forest algorithms to 

classify the nutritional status of toddlers, with 

Random Forest outperforming SVM. Random Forest 

achieved 95% accuracy, higher than SVM, which 

achieved 93% and showed better balance with 77% 

precision, 87% recall, and 81% F1 score, making it 

more effective in handling imbalanced data. Random 

Forest's superior performance can be attributed to its 

ability to handle high-dimensional and complex data 

and its resilience to overfitting, a common problem in 

models dealing with smaller or imbalanced datasets. 

On the other hand, SVM struggled with minority class 

classification due to its focus on optimal splitting, 

which does not always consider the data distribution, 

leading to low precision and high false positives in 

that class. Although SMOTE has been applied for 

data balancing, SVM and Random Forest still face 

difficulties accurately classifying the minority class. 

This suggests that class imbalance is still challenging, 

and additional techniques may be needed to address 

this issue further. 

Meanwhile, feature selection plays an essential 

role in improving model performance. Relevant 

feature selection can help reduce model complexity 
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and enhance model performance to focus on the most 

critical attributes, ultimately improving classification 

accuracy and efficiency. Feature selection using 

Recursive Feature Elimination (RFE) effectively 

improves model performance. This study highlights 

how proper feature selection is critical to improving 

model performance in classifying toddler nutritional 

status. 

For further research, it is recommended to 

explore deep learning-based algorithms, which can be 

more adaptive to data variations and better handle 

data complexity with a more significant number of 

features. In addition, to improve the model's ability to 

classify the minority class, it is recommended to use 

other oversampling techniques such as ADASYN or 

Borderline-SMOTE. These techniques can help 

generate synthetic samples that focus more on areas 

that are harder to predict, thereby improving the 

model's performance in minority class classification. 

In addition, testing the model in other regions with 

different dataset characteristics can also help ensure 

the generalizability of the research results. 
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