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Abstract 

 The COVID-19 pandemic has underscored the need for rapid and accurate diagnostic methods. Although Reverse 

Transcription Polymerase Chain Reaction (RT-PCR) is the gold standard for detecting COVID-19, it presents 

limitations such as high costs, lengthy processing times, and the requirement for specialized personnel. Medical 

imaging, particularly lung X-rays, offers a viable alternative for COVID-19 detection. This study evaluates five 

Convolutional Neural Network (CNN) models: a handcrafted CNN, VGG-16, VGG-19, ResNet50, and 

InceptionV3, with the aim of enhancing classification accuracy between COVID-19 and normal lung images. The 

dataset, obtained from Kaggle, comprises 13,808 X-ray images, which were balanced using random oversampling 

to address class imbalance. Data augmentation techniques were applied to improve model generalization and 

mitigate overfitting. After training the models for 100 epochs, the results revealed that both VGG-19 and 

InceptionV3 achieved the highest accuracy, each attaining 100%, outperforming the other models. VGG-16 and 

CNN Handcraft also demonstrated strong performance with an accuracy of 99% and 97%, whereas ResNet50 

exhibited the lowest accuracy at 78%. These findings suggest that more complex CNN architectures, such as VGG- 

19 and InceptionV3, are highly effective in detecting COVID-19 from X-ray images. Future research should 

explore additional CNN models and employ further model tuning to optimize performance. 
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1. INTRODUCTION 

The world has faced various pandemics that have had significant impacts on the global 

population. Past pandemics such as the Black Death in the 14th century, the Spanish Flu in 1918, and 

the H1N1 influenza outbreak in 2009 [1] have taught us the importance of rapid and effective 

responses in combating the spread of infectious diseases. These historical events highlight not only the 

critical need for robust healthcare systems but also the role of technological innovation in mitigating 

the impacts of pandemics[2], [3]. Each pandemic, has unique characteristics that require specialized 

approaches for detection and management. 

COVID-19, caused by a virus, struck the globe in December 2019, with the first reported cases of 

pneumonia in Wuhan, Hubei Province, China. Inoculating respiratory samples into human respiratory 

tract epithelial cells, and the Vero E6 and Huh7 cell lines led to the isolation of a new respiratory 

virus. Its genome revealed that the virus was a coronavirus related to SARS-CoV, which was 

subsequently named Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) [4], [5], [6]. 

This has triggered an unprecedented global health crisis. One of the greatest challenges in the 

pandemic is to develop methods for the early and accurate detection of COVID-19 infections. 

Laboratory-based diagnostic tests such as RT-PCR (Reverse Transcription Polymerase Chain 

Reaction) are accurate, but they have drawbacks including the need for expensive equipment and 

testing costs, specialized laboratory personnel, relatively long processing times, and high exposure 

risks [7], [8]. 
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In this situation, medical imaging technologies like Lung X-rays and CT-Scans offer promising 

alternatives. Medical imaging data can reveal specific patterns indicative of certain disease infections. 

However, manual analysis can be time-consuming and prone to errors due to differences in individual 

interpretations. Therefore, an automated solution is needed that can assist in analyzing medical images 

quickly and accurately. A solution for automation is the use of deep learning. Deep learning, based on 

artificial neural network technology [9], [10], includes highly effective architectures for image 

analysis such as Convolutional Neural Networks (CNN). 

A Convolutional Neural Network (CNN) comprises main layers of convolution, pooling, non- 

linear activation, and fully connected layers. The convolutional layer uses primary filters to extract 

local features from the input image, producing hierarchical feature maps. The pooling layer reduces 

the spatial dimensions of the feature maps and the number of parameters, making the model more 

robust to variations in image data. Non-linear activation functions, such as ReLU, introduce non- 

linearities to capture complex relationships within the data. The fully connected layer classifies the 

extracted features, serving as the classifier in the CNN, and generates the categorical output from the 

image [11]. CNNs have demonstrated exceptional performance in pattern recognition and image 

classification, making this architecture highly beneficial for medical image analysis. However, CNNs 

achieve good results on large datasets but require substantial computational resources [12], [13]. 

Transfer learning is a method that can reduce the time and computational resources required 

[13], [14]. It allows the use of models that have been trained on large datasets with minimal 

adjustments. One of the frequently used CNN models in transfer learning is InceptionV3. InceptionV3 

has a structure that includes input, output, and classification processes. InceptionV3 performs the 

extraction process and has hidden layers such as convolution, pooling, ReLU, softmax, and fully 

connected layers that work in a structured manner to organize objects [15]. By leveraging the 

InceptionV3 model through transfer learning, we can accelerate the training process and enhance 

accuracy for COVID-19 detection from medical imaging data. 

Research [16] focused on analyzing the performance comparison of X-ray lung image 

classification algorithms for COVID-19 detection, employing three main methods: K-nearest 

neighbors (KNN), Support Vector Machine (SVM), and Convolutional Neural Network (CNN). The 

dataset, sourced from Kaggle, included X-ray images of normal lungs, lungs infected with COVID-19, 

and viral pneumonia. This study utilized five-fold cross-validation to test the performance of these 

algorithms. The results indicated that CNN outperformed KNN and SVM across all performance 

metrics, including accuracy, precision, recall, and F1 score, despite having a longer execution time. 

This research opens opportunities for the use of CNNs in future medical applications, although they 

require greater computational resources. 

However, this study [16] did not explore other Convolutional Neural Network (CNN) 

architectures. It provides a foundation that CNNs are a more robust approach compared to KNN and 

SVM but still necessitates further testing on more complex CNN architectures to enhance accuracy. 

In Research [17], the use of Convolutional Neural Network (CNN) models VGG19 and 

ResNet50 was examined for the classification of X-ray lung images in COVID-19 cases, focusing on 

modifications to the dropout regularization values and the number of classification layers. The dataset 

consisted of 21,165 images, subsequently divided into 10% for testing and 90% for training and 

validation. A five-fold cross-validation methodology was used to assess the performance of the 

models, with results showing that ResNet50 outperformed VGG19, achieving an accuracy of 94.4%. 

This study underscores the effectiveness of optimized models in medical diagnostics and suggests that 

enhancements to the dataset and the application of techniques like dropout can counteract overfitting, 

thereby increasing the accuracy and reliability of the models in medical applications. 

This study [17] successfully addressed the limitations of previous research that had not explored 

various Convolutional Neural Network (CNN) models. By utilizing the ResNet50 and VGG19 models, 

researchers were able to compare the performance across more complex CNN architectures. The use 
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of augmentation techniques also helped improve model accuracy and addressed weaknesses from 

previous studies. 

In Research [18], a hybrid neural network combining the Xception and ResNet50V2 models 

was developed for the classification of X-ray lung images, identifying normal, pneumonia, and 

COVID-19 cases. Utilizing two open-source datasets, this study tackled the challenge of imbalanced 

datasets by dividing the training set into eight sequential phases, ensuring nearly equal data 

representation from each class in every phase. This network was trained using transfer learning 

techniques with ImageNet pre-trained weights and optimized with specified training parameters, 

achieving an average accuracy of 99.50% for COVID-19. This research suggests that this method can 

be applied to situations with highly imbalanced datasets and hopes that larger data in the future could 

further enhance accuracy. 

Although this study [18]successfully improved the accuracy of models from previous research, 

the minority class in this study, COVID-19, still requires improvement, despite the overall high 

accuracy. The datasets used in this research remain imbalanced and unresolved. 

In Research [19], the focus was on classifying X-ray lung images to detect COVID-19 using 

Convolutional Neural Network (CNN) methods and Transfer Learning. By leveraging four different 

scenarios: CNN Handcraft Model, VGG16, VGG19, and ResNet50, this study implemented data 

augmentation techniques and data balancing using undersampling. The dataset consisted of 13,808 X- 

ray lung images, divided into two classes: COVID-19 and Normal. Results showed that the first 

scenario with the CNN Handcraft model, achieving an accuracy score of 95%, outperformed the 

others. This research highlights the importance of augmentation and data-balancing techniques in 

enhancing the accuracy of medical image classification models. For further development in this study, 

the use of oversampling methods for data balancing and the exploration of other transfer learning 

architectures such as InceptionV3 are recommended. 

This study [19] used undersampling techniques to address the issue of dataset imbalance noted 

in previous research. It also conducted evaluations of several Convolutional Neural Network (CNN) 

models to provide a clearer understanding of the advantages and limitations of each CNN model. 

This research will develop five models: CNN Handcraft, Transfer Learning VGG16, Transfer 

Learning VGG19, Transfer Learning ResNet50, and Transfer Learning InceptionV3. The goal is to 

develop more accurate COVID-19 detection models. Based on the findings and shortcomings of 

previous research, this study focuses on refining the model architectures to maximize accuracy results. 

Previous research has shown that CNNs outperform other algorithms; however, issues with dataset 

imbalance still affect the outcomes of the models. 

Therefore, this research will utilize data augmentation and rebalancing techniques using 

oversampling to ensure that each class in the dataset is evenly represented. Additionally, model tuning 

will be conducted to minimize overfitting and stabilize the training process. The inclusion of the 

InceptionV3 model aims to explore more modern models for comparison with other CNN 

architectures. 

2. METHOD 

https://jutif.if.unsoed.ac.id/
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2.1. Research Stages 
 

Figure 1. Research Stage 

 

The research method used consists of five stages: dataset collection, preprocessing, 

classification model formulation, model training, and evaluation of each model. Figure 1 illustrates the 

flow of the research methods used. During the preprocessing stage, data balancing is achieved using 

Oversampling Techniques, splitting the data into 70% Train Data, 20% Test Data, and 10% Validation 

Data, followed by data augmentation. In the training phase, modelling is conducted to train the data 

using the developed model and parameters. Meanwhile, validation data is used to validate the training 

results with model parameters to detect any occurrences of underfitting or overfitting. 

2.2. Dataset 

The dataset used in this research consists of COVID-19 X-ray lung images. The “COVID-19 

Radiography Database” from Kaggle includes images from researchers at Qatar University and Dhaka 

University who collaborated with physicians to create a database containing images of X-ray lung 

scans positive for COVID-19, as well as normal lung images, Tuberculosis, and Viral pneumonia. The 

data utilized in this study comprises two classes: COVID-19 and Normal, containing 13,808 image 

data with a resolution of 256x256 pixels in PNG format. Examples from this dataset can be seen in 

Figure 2. 

https://jutif.if.unsoed.ac.id/
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Figure 2. Sample Data of COVID-19 and Normal X-ray Images 

 

2.3. Model Architecture 

This study used five models for comparative testing. The original image size of 256x256 pixels 

was resized to 150x150 to focus the images that could help indicate the presence of COVID-19 and to 

accelerate the computational process so as to differentiate the two classes of images consisting of 

lungs infected with COVID-19 and normal lungs. 

The first model, illustrated in Figure 3, applies three convolutional layers and three pooling 

layers using the max pooling technique with a 2x2 filter size. Subsequently, three more convolutional 

layers are used, where the layers have different filters sized 128, 64, and 32. The kernels in these 

convolutional layers are 3x3 and followed by ReLU activation. This is followed by a Fully Connected 

layer consisting of Flatten and Dense layers using ReLU activation, followed by a Dropout layer with 

a rate of 0.5 to address overfitting during training. The sequence ends with a dense layer using 

Softmax activation. 
 

Figure 3. CNN Model Architecture 

https://jutif.if.unsoed.ac.id/
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The second model uses Transfer Learning with VGG-16, illustrated in Figure 4. VGG-16 is a 

convolutional model that utilizes convolutional layers with a 3x3 convolutional filter size and has 16 

layers, including 13 convolutional layers and 3 fully connected layers [20]. This model begins with a 

series of convolutional layers, where the first layer (conv1) takes an input image of 224x224 and 

applies 64 3x3 filters with ReLU activation, followed by a second convolutional layer (conv2) which 

reduces the spatial dimension to 112x112 while increasing the depth to 128 filters. The process 

continues with deeper convolutional layers (conv3, conv4, and conv5) that gradually increase the 

number of filters to 256 and 512, while the spatial size continues to decrease. 

 

Figure 4. VGG16 Model Architecture [src. Towardsdatascience] 

 

Third model used transfer learning with the VGG-19 architecture, as shown in Figure 5. 

Similar to VGG-16, VGG-19 included additional layers to enhance its capability to extract features 

from images [21]. It started with an input image size of 224x224x3 and comprised five blocks, each 

consisting of several convolutional layers activated by ReLU. The first two layers used 64 3x3 filters 

followed by max pooling to reduce spatial dimensions. The second and third blocks each had two and 

four convolutional layers with 128 and 256 filters, respectively, followed by max pooling. The fourth 

and fifth blocks contained four convolutional layers with 512 filters, followed by max pooling. After 

the convolution and pooling, the extracted features were flattened and passed through three fully 

connected layers. The first two layers each had 4096 units, and the third was an output layer with 1000 

units using softmax activation for classification. 

 

Figure 5. VGG19 Model Architecture [src. Pemrogramanmatlab] 
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The fourth model used transfer learning with ResNet50, illustrated in Figure 6. ResNet50 

introduced the concept of Shortcut Connections, which prevented the system from losing significant 

information during the training process [22]. It began with a Zero Padding layer followed by a 

standard convolutional layer, then equipped with Batch Normalization and activated by ReLU for 

training stabilization. A max pool layer was used to reduce spatial dimensions before entering a series 

of Identity Blocks and Convolutional Blocks that further altered dimensions. The process continued 

with Average Pooling that flattened features into a more manageable form and concluded with a Fully 

Connected layer that classified the output. 
 

 

Figure 6. ResNet50 Model Architecture [src. Towardsdatascience] 

 

The fifth model used InceptionV3, as depicted in Figure 7. InceptionV3 performed extraction 

processes and featured hidden layers such as convolution, pooling, ReLU activation, softmax, and 

fully connected layers [23]. It began with several convolutional and max pooling layers for initial 

dimension reduction, followed by a series of Inception modules. Each Inception module used a 

combination of convolutional layers with different filter sizes (1x1, 3x3, 5x5) and pooling layers in 

parallel to capture features at various scales within a single network layer. This was followed by 

additional layers for normalization and further dimension reduction, culminating in the final layers 

where the model used average pooling followed by softmax for classification. 
 

Figure 7. InceptionV3 Model Architecture [src. Paperspace] 

 

2.4. Data Augmentation 

Data augmentation is a technique that can reduce overfitting by minimally increasing the dataset 

size [24]. Data augmentation is crucial for enhancing the performance, durability, and ability of 

machine learning models to generalize effectively[25]. The following image augmentation parameters 

were used: rotation (rotation_range = 20), width shift (width_shift_range = 0.10), height shift 

(height_shift_range = 0.10), scaling (rescale = 1/255), shear (shear_range = 0.1), zoom (zoom_range = 

0.1), horizontal flip (horizontal_flip = True), and fill mode (fill_mode = 'nearest'). 

https://jutif.if.unsoed.ac.id/
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2.5. Model Testing 

In this research, classification was performed on two classes: COVID X-ray and normal X-ray. 

balancing data is fundamental in research to guarantee that machine learning models are precise, 

equitable, and able to consistently deliver trustworthy predictions across various classes [26]. Random 

oversampling was used to balance the data between classes. Initially, there were 13,808 images, split 

into 3,616 COVID-19 X-ray images and 10,192 normal X-ray images. After applying oversampling, 

the total number of images equalized to 20,384, with each class containing 10,192 images. 

Subsequently, the data was divided into three types: 70% train data, 10% validation data, and 

20% test data from the total data in each class. In Table 1, the data used from the dataset was 

unbalanced, where data counts were not equal across classes. Random Oversampling (ROS) was used 

to balance and even out data across each class. Oversampling is a method of generating minority class 

data equal to the majority class data [27], [28]. Random Oversampling (ROS) involves randomly 

assigning data from the minority class to the training data. This process was repeated until the 

minority class data matched the majority class data in quantity [29], [30]. 

 

Table 1. Data Quantity Before Oversampling 

CLASS TRAIN DATA 
VALIDATION 

DATA 
TEST DATA TOTAL DATA 

COVID 2.531 361 724 3.616 

NORMAL 7.124 1.019 2.049 10.192 

After Random Oversampling (ROS), as shown in Table 2, the data was evened out with the 

majority class and then divided into train, validation, and test data. 

Table 2. Data Quantity After Oversampling 

CLASS TRAIN DATA 
VALIDATION 

DATA 
TEST DATA TOTAL DATA 

COVID 7.124 1.019 2.049 10.192 

NORMAL 7.124 1.019 2.049 10.192 

the dataset that had undergone data balancing was trained on five models. The first model used 

CNN Handcraft, the second model used VGG-16, the third model used VGG-19, the fourth model 

utilized ResNet50, and the fifth model used InceptionV3. 

3. RESULT 

The testing phase in this study involved training the five proposed models. Model development 

and training for each model utilized 100 iterations (epochs). Subsequently, results were presented 

through classification outcomes, testing, and confusion matrices for each tested model. 

3.1. Training Results with the CNN Handcraft Model 

The results from training the Convolutional Neural Network (CNN) model are depicted in the 

graphs shown in Figures 8 and 9, which illustrate accuracy and loss across 100 epochs. Based on the 

graphs, the model achieved an accuracy of 0.95 and a loss value of 0.09. 
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Figure 8 & 9 Accuracy and Loss Graph of the CNN Handcraft Model 

 

Following the graph analysis, the model evaluation process continued with a confusion matrix, 

the results of which are displayed in Table 4. It shows that for the COVID class, 2006 data points were 

correctly predicted while 43 were mispredicted. Similarly, in the Normal class, 1955 data points were 

correctly predicted and 94 were mispredicted. Subsequently, the model was tested with test data to 

predict images. Figure 10 shows an image correctly predicted as the COVID class with an accuracy of 

0.99 and a processing time of 0.273 seconds. Further testing involved predictions with the normal 

class. Figure 11 shows an image correctly predicted as the Normal class with an accuracy of 1.00 and 

a processing time of 0.057 seconds. 

 

  

Figure 10 & 11 Covid and Normal Detection Result of the CNN Handcraft Model 
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3.2. Training Results with the VGG - 16 Model 

The results from training the VGG-16 model are depicted in the graphs shown in Figures 12 and 

13, which illustrate accuracy and loss over 100 epochs. The graphs indicated an accuracy of 0.99 and a 

loss value of 0.03. 

 

  

Figure 12 & 13 Accuracy and Loss Graph of the VGG -16 Model 

 

After analyzing the graph plots, the model evaluation process continued with a confusion 

matrix, the results of which are displayed in Table 4. It shows that for the COVID class, 2047 data 

points were correctly predicted while 2 were mispredicted. Similarly, in the Normal class, 2013 data 

points were correctly predicted and 36 were mispredicted. Subsequently, the model was tested with 

test data to predict images. Figure 14 shows an image correctly predicted as the COVID class with an 

accuracy of 0.99 and a processing time of 0.945 seconds. Further testing involved predictions with the 

normal class. Figure 15 shows an image correctly predicted as the Normal class with an accuracy of 

1.00 and a processing time of 0.060 seconds. 

 

  

Figure 14 & 15 Covid and Normal Detection Result of the VGG - 16 Model 
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3.3. Training Results with the VGG - 19 Model 

The results from training the VGG-19 model are depicted in the graphs shown in Figures 16 and 

17, which illustrate accuracy and loss over 100 epochs. The graphs indicated an accuracy of 0.99 and a 

loss value of 0.03. 

 

  

Figure 16 & 17 Accuracy and Loss Graph of the VGG -19 Model 

 

After analyzing the graph plots, the model evaluation process continued with a confusion 

matrix, the results of which are displayed in Table 4. It shows that for the COVID class, 2034 data 

points were correctly predicted while 15 were mispredicted. Similarly, in the Normal class, 2047 data 

points were correctly predicted and 2 were mispredicted. Subsequently, the model underwent testing 

with test data to predict images. Figure 18 shows an image correctly predicted as the COVID class 

with an accuracy of 0.99 and a processing time of 0.214 seconds. Further testing involved predictions 

with the normal class. Figure 19 shows an image correctly predicted as the Normal class with an 

accuracy of 1.00 and a processing time of 0.061 seconds. 

 

  

Figure 18 & 19 Covid and Normal Detection Result of the VGG - 19 Model 
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3.4. Training Results with the ResNet50 Model 

The results from training the ResNet50 model are depicted in the graphs shown in Figures 20 

and 21, which illustrate accuracy and loss over 100 epochs. The graphs indicated an accuracy of 0.99 

and a loss value of 1.6. 

 

  

 

Figure 20 & 21 Accuracy and Loss Graph of the ResNet50 Model 

 

After analyzing the graph plots, the model evaluation process continued with a confusion 

matrix, the results of which are displayed in Table 4. It shows that for the COVID class, 2049 data 

points were correctly predicted with no mispredictions. However, in the Normal class, 1137 data 

points were correctly predicted and 912 were mispredicted. Subsequently, the model underwent testing 

with test data to predict images. Figure 22 shows an image correctly predicted as the COVID class 

with an accuracy of 1.00 and a processing time of 1.683 seconds. Further testing involved predictions 

with the normal class. Figure 23 shows an image correctly predicted as the Normal class with an 

accuracy of 0.99 and a processing time of 0.070 seconds. 

 

  

Figure 22 & 23 Covid and Normal Detection Result of the ResNet50 Model 
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3.5. Training Results with the InceptionV3 Model 

The results from training the InceptionV3 model are depicted in the graphs shown in Figures 24 

and 25, which illustrate accuracy and loss over 100 epochs. The graphs indicated an accuracy of 0.99 

and a loss value of 0.02. 

 

  

 

Figure 24 & 25 Accuracy and Loss Graph of the InceptionV3 Model 

 

After analyzing the graph plots, the model evaluation process continued with a confusion 

matrix, the results of which are displayed in Table 4. It shows that for the COVID class, 2045 data 

points were correctly predicted while 4 were mispredicted. Similarly, in the Normal class, 2034 data 

points were correctly predicted and 15 were mispredicted. Subsequently, the model underwent testing 

with test data to predict images. Figure 26 shows an image correctly predicted as the COVID class 

with an accuracy of 0.99 and a processing time of 2.534 seconds. Further testing involved predictions 

with the normal class. Figure 27 shows an image correctly predicted as the Normal class with an 

accuracy of 0.99 and a processing time of 0.073 seconds. 

 

  

Figure 26 & 27 Covid and Normal Detection Result of the InceptionV3 Model 
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3.6. Performance Comparison of Models 

After training the five proposed models, their performance was tested using classification reports. The 

results are displayed in Table 3. 

Table 3. Performance Result from Each Model using Classification Report 

MODEL CLASS PRECISION RECALL ACCURACY 

CNN 
Covid 96% 98% 

97% 
Normal 98% 95% 

VGG – 16 
Covid 98% 100% 

99% 
Normal 100% 98% 

VGG – 19 
Covid 100% 99% 

100% 
Normal 99% 100% 

ResNet50 
Covid 69% 100% 

78% 
Normal 100% 55% 

InceptionV3 
Covid 99% 100% 

100% 
Normal 100% 99% 

 

The confusion matrix result are displayed in Table 4. 

 

Table 4. Performance Result from Each Model using Classification Report 

PREDICTION 

MODEL COVID NORMAL 

 CORRECT INCORRECT CORRECT INCORRECT 

CNN 2006 43 1955 94 

VGG – 16 2047 2 2013 36 

VGG – 19 2034 15 2047 2 

ResNet50 2049 0 1137 912 

InceptionV3 2045 4 2034 16 

 

4. DISCUSSIONS 

The results of this study demonstrate that the more complex Convolutional Neural Network 

(CNN) architectures, specifically VGG-19 and InceptionV3, are highly effective in classifying 

COVID-19 and normal lung X-ray images. Both models achieved an impressive accuracy of 100%, 

significantly outperforming the other models tested, including the CNN handcraft, VGG-16, and 

ResNet50. VGG-16 also exhibited strong performance with a 99% accuracy, suggesting that deep 

CNN architectures are well-suited for medical image classification tasks, particularly in the detection 

of COVID-19. The CNN handcrafted model, while simpler, still performed reasonably well with a 

97% accuracy, although it lagged behind the more advanced architectures. In contrast, ResNet50 

exhibited the weakest performance, with an accuracy of 78%, largely due to significant 

misclassification in the normal class. This indicates that while ResNet50 is typically effective in other 
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image classification tasks, it may not be the most suitable model for COVID-19 detection without 

further tuning or dataset adjustments. 

One key factor contributing to the success of VGG-19 and InceptionV3 could be their ability to 

capture more complex and fine-grained features from the X-ray images due to their deeper 

architectures and the inclusion of more convolutional layers. These models likely benefited from the 

use of data augmentation and random oversampling, which helped mitigate the issue of class 

imbalance and reduce overfitting, particularly in the COVID-19 class. The underperformance of 

ResNet50 may suggest that its shortcut connections, while useful in preventing vanishing gradients, 

might not be as beneficial in handling the specific patterns present in medical images of lung 

infections. Future research could focus on refining the ResNet50 model or exploring other CNN 

architectures. 

5. CONCLUSION 

Based on the testing of the five models proposed in this study, it can be concluded that the 

VGG-19 and InceptionV3 models exhibited the best performance, achieving an overall accuracy of 

100%. These models were able to predict nearly all data with high precision, with minimal errors for 

both COVID and normal classes, as evidenced by the confusion matrix results. 

The VGG-16 model also demonstrated good performance with an accuracy of 99%, though it 

allowed for some predictive errors. Conversely, the CNN model achieved an accuracy of 97% with a 

few prediction errors in both classes, while the ResNet50 model achieved an accuracy of 78% with a 

significant number of predictive errors in the Normal class, marking the lowest accuracy. From these 

findings, it can be concluded that VGG-19 and InceptionV3 are the most suitable models for 

classifying COVID and normal images in this research. 

For future research, it is recommended to explore other CNN models such as MobileNet, and to 

use oversampling techniques such as SMOTE, along with different tuning techniques to prevent 

stagnation and Overfitting during the learning process. 
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