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Abstract 

 The results of the 2024 Indonesian presidential election decided that Prabowo Subianto and Gibran Rakabuming 

Raka became the elected pair of Indonesian presidential and vice-presidential candidates in 2024. The pair's election 

triggered various public reactions, especially on social media platforms. Some social media platforms provided 

diverse opinions, indicating a wide variety of views on this issue. This research aims to analyze public opinion after 

the election of the 2024 Indonesian president by comparing sentiment using TextBlob, VADER (Valence Aware 

Dictionary and sEntiment Reasoner), and Flair. Training and testing are done with the IndoBERT model to determine 

the most effective sentiment labeling. This research starts by collecting text data from social media X, YouTube, and 

Instagram, then preprocessing, translating, and labeling data using three libraries, training, and testing using 

IndoBERT. The results of training and testing data show that Flair has an accuracy of 81.29%, TextBlob has an 

accuracy of 73.35%, and VADER has an accuracy of 74.86%. From the accuracy results obtained, it can be concluded 

that labeling using Flair provides the greatest accuracy of the others because the Flair labeling process uses deep 

learning and contextual embedding techniques. 
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1. INTRODUCTION 

The Indonesian presidential election in 2024 is one of the crucial moments to choose Indonesia's 

leader. In a democratic country, this election manifests the Indonesian people exercising their right to 

vote to elect leaders and representatives whom the people trust [1]. The vote count results have decided 

on one elected president and vice president, who will be inaugurated in October 2024. The time between 

the announcement and the inauguration of the elected president and vice president has led to many public 

opinions about the condition of the continuity of the Indonesian nation after the presidential 

inauguration. One of the means to express these opinions is through social media [2]. 

The number of social media platforms provides a variety of public opinions regarding the 

country's condition after the Indonesian president's inauguration. Many people give positive opinions 

regarding the country's condition after the inauguration. However, some give negative or neutral 

opinions. Many people have high hopes for the elected couple, so the country becomes more advanced 

and better. In addition, many also give negative opinions regarding the conditions after the inauguration 

because they are not satisfied with the election results. The variety of public opinions from social media 

can be collected and used as data for various activities, one of which is sentiment analysis. [3]. 

Sentiment analysis is the process of identifying the polarity of textual sentiment, whether the text 

represents a positive, negative, or neutral sentiment [4]. The purpose of sentiment analysis is to 

understand and provide insight into public opinion or a trend, aid research, or inform decision-making. 
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[5]. Sentiment analysis is also used in various fields, such as marketing, politics, health, etc [6]. In the 

process, sentiment analysis contains four main steps: preprocessing, feature extraction, classification, 

and interpretation of results [7]. Each of these steps has a critical role to play in ensuring the accuracy 

and relevance of the analysis results, thus providing a clear picture of how people respond to current 

issues [8]. 

Sentiment analysis of the country's state following the presidential inauguration is important as it 

can provide a clear picture of people's reactions and public perceptions of the new leadership. The data 

from various social media can be used to understand how the president's policies and actions affect 

people's expectations and trust. in addition, this analysis can also help identify issues of public concern 

as well as potential challenges faced by the administration. Thus, a deep understanding of the post- 

inauguration conditions is important to assess the direction and effectiveness of the leadership that will 

take place. 

Community responses are collected and processed to become data for sentiment analysis [9]. The 

data will be subjected to various stages before obtaining valid results [10]. One of the stages is labeling 

the data into positive, negative, and neutral based on the responses given. Many techniques can be used 

to label data, such as a manual approach or a library that can automate the process [11]. Using libraries 

in data labeling is very useful because it can speed up the process, reduce workload, and increase time 

efficiency, especially on large and voluminous data. 

Currently, many pre-trained libraries can be used to label text data. Some of them are Natural 

Language Processing (NLP) libraries such as TextBlob [12] , VADER (Valence Aware Dictionary and 

sEntiment Reasoner), and Flair. Labeling using the TextBlob library is easy because it can restore the 

polarity and subjectivity of sentences [13]. Labeling using VADER was chosen because this library is 

designed to understand text directly, especially on social media. VADER also considers capital and 

lowercase letters, emoticons, emphasis, and slang in providing sentiment [14]. Flair can understand and 

analyze sentiment bi-directionally and consider where words appear to enable accurate representation; 

besides that, Flair is also easy to use because it already supports a variety of pre-trained models [15]. 

Dataset results labeled with sentiment using the library will then be tested for accuracy and 

analyzed using the IndoBERT model. IndoBERT is a model that has a BERT-based architecture 

(Bidirectional Encoder Representations from Transformers). This model is known for its ability to 

understand the context of words in sentences to provide more accurate analysis results [16]. IndoBERT 

is a deep learning model designed to effectively understand the context of words by reading words in 

sentences bidirectionally. It is a model based on transformer architecture with self-attention mechanism 

as its main component. IndoBERT is a model that has been trained with 220 million Indonesian words. 

BERT is designed to understand the context of words in sentences in two directions to improve 

understanding of the meaning and relationship between words [17]. 

Some labeling techniques have advantages and disadvantages. So, how do TextBlob, VADER, 

and Flair perform in labeling the sentiment of public opinion on social media after the 2024 Presidential 

Inauguration, analyzed using IndoBERT? This research aims to compare the performance of TextBlob, 

VADER, and Flair labeling. The sentiment labeling results will be trained and tested using the 

IndoBERT model. It is hoped that this research can significantly contribute in several ways, especially 

in determining the effective labeling between TextBlob, VADER, and Flair for sentiment analysis by 

training and testing the labeling results using IndoBERT. In addition, this research also provides an 

understanding of public opinion on the country's condition after the presidential inauguration. 
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2. METHOD 
 

Figure 1. Research Flow 

 

Based on figure 1, this research starts with data collection, preprocessing, translation, and data 

labeling using TextBlob, VADER, and Flair, which will be trained and tested using the IndoBERT 

model. The evaluation process is carried out by calculating the accuracy, precision, recall, and F1-score 

values to determine the performance of each library [18]. 

2.1. Data Collection 

This research uses data from X social media, YouTube, and Instagram comments. Text data 

collection in the form of tweets on the X platform using crawling techniques using the X API with the 

keyword "presidential inauguration" from March to July. Data collection on YouTube and Instagram 

comments uses scrapping techniques, such as a Google extension called Data Scrapper. The scrapping 

results from the three platforms were combined and focused on the tweet section of platform X and the 

comments section of the YouTube and Instagram platforms. 

2.2. Preprocessing dan Translate 

The raw data from each social media platform will proceed to the preprocessing stage. 

Preprocessing text data is very important to transform raw data, cleaning it from meaningless and 

unstructured words into a structured format ready for analysis [19][20]. The preprocessing stage in this 

research includes several steps: case folding, cleaning, tokenization, and negation handling. Applying 

preprocessing steps appropriately will increase the accuracy of the analysis [21]. 
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2.2.1. CaseFolding 

Case folding is the process of converting the entire text to lowercase [22]. This process is done 

because there is no consistency in using capital and lowercase letters in text data [23]. In this research, 

using the pandas library in performing the case folding process. 

2.2.2. Data Cleaning 

Data cleaning is a stage carried out to reduce noise in documents. Noise that is removed includes 

mentions (@username), numbers, links, punctuation marks, symbols, and other characters that must be 

removed [24]. In this research, using regular expression and string library in cleaning process. 

2.2.3. Tokenization 

Tokenization is a tokenization step that breaks text into words [25] which allows a more in-depth 

analysis of each word in the text. The result of tokenization is a series of tokens in each sentence. In this 

research, using the nltk library library in performing the tokenization process. 

2.2.4. Negation Handling 

The negation handling stage aims to identify and manage negation in sentences, which can affect 

the meaning and polarity of the analyzed text. Negation can change the meaning of a positive statement 

to a negative one or vice versa. Therefore, proper negation handling can make a significant contribution 

to improving accuracy [26]. In this research, using the pandas library in performing the negation 

handling process. 

2.2.5. Translate Data 

The result of preprocessing produces clean data. This data will be translated from Indonesian to 

English. This step is done because the following process is sentiment labeling on each data. This labeling 

will be done using the TextBlob, VADER, and Flair libraries, which are known to label data effectively 

in English text. 

2.3. Labeling 

The data that has been translated, the next stage is labeling the text data. This labeling aims to 

determine whether the text contains positive, negative, or neutral sentiments. In this research, the data 

will be grouped into three sentiment categories: positive, negative, and neutral. This labeling will be 

done automatically using TextBlob, VADER, and Flair. 

2.3.1. TextBlob 

TextBlob is a Python library that provides a simple API (Application Programming Integration) 

in NLP tasks, one of which is sentiment analysis. [27]. Because this library is practical on English text, 

it is necessary to translate the text from Indonesian to English. TextBlob is a lexicon-based method that 

can be categorized into 3 sentiments: positive, negative, and neutral. This category is based on the 

calculation of the polarity value; if the polarity value is more than 0 (polarity > 0), it will produce a 

positive sentiment; if the polarity value is equal to 0 (polarity = 0), it will produce a neutral sentiment, 

and if the polarity value is less than 0 (polarity < 0) it will produce a negative sentiment [28]. 

2.3.2. VADER 

VADER is a lexicon-based method suitable for analyzing social media data because it assigns 

sentiment scores to words and phrases, thus categorizing sentiment as positive, negative, or neutral [29]. 

VADER considers the entire text, including emphasis, emoticons, negation, or amplifying words, in 
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determining sentiment. Determining negative, positive, and neutral sentiments is based on compound 

values ranging from -1 (very negative) to +1 (very positive) [30]. 

2.3.3. Flair 

Flair is an NLP library that utilizes deep learning and contextual embedding techniques [31]. Flair 

can provide more accurate results than lexicon-based or other methods because Flair can consider the 

relationship between words in a sentence [32]. In addition, Flair has a pre-trained model that can be used 

to facilitate the sentiment labeling process. 

2.4. Split Data 

Split data is dividing data into different subsets [33]. The processed data will then be divided into 

subsets: training data, validation data, and test data. This division is done with the aim of model 

development and evaluation. Training data helps to develop the model, validation data helps to check 

the model's performance, and test data helps to assess the performance of the developed model. The data 

split consists of 80 % for training, 10 % for validation, and 10 % for data testing. In stratification 

sampling, this is the case that guarantees that sentiment class distribution is maintained during the data 

distribution. 

2.5. IndoBERT 

IndoBERT is a BERT architecture-based model designed explicitly for Indonesians. BERT is a 

deep learning model designed to effectively understand word context by reading words in sentences 

bidirectionally [29]. It is a model based on transformer architecture [30] with a self-attention mechanism 

as its main component. 

In this research, the data collected is text data from social media platforms and is Indonesian text, 

so the IndoBERT model is an ideal choice. IndoBERT is a model trained using Indonesian language 

data sets [34]. IndoBERT training uses over 220 million words from the Indonesian Wikipedia, online 

news articles, and Indonesian corpus. IndoBERT has several variations, such as indobert-base, indobert- 

large, indobert-lite-base, and indobert-lite-large. 

Both IndoBERT and BERT have stages of sentiment analysis. 1) Tokenization is the stage of 

converting a sentence into a series of tokens. At this stage, a unique token [CLS] is also added at the 

beginning of the sentence, and a token [SEP] is used to separate the sentence [31]. Furthermore, each 

token is mapped to a numeric ID. A tokenizer from IndoBERT is used in this process. 2) Padding and 

truncation is the process of determining the maximum length of a sentence (e.g., 128). Sentences with a 

length of more than 128 tokens will be truncated, while sentences with a length of less than 128 will be 

padded to the maximum length. 3) Embeddings consist of token embeddings, segment embeddings, and 

position embeddings. Token embeddings convert each token into a numeric vector. Segment 

embeddings label the sentences to distinguish one from another. Position embeddings mark the position 

of each token in the sequence. 4) Transformers process the input in the transformer layer. This layer 

uses a self-attention mechanism to consider and understand the relationship between all tokens so that 

the model can understand the word's context. The result will be passed to the feed-forward to generate 

a new token representation. The token [CLS] will represent the final result of the transformer process. 

5) Fine-tuning uses IndoBERT variation of indobert-base-p1 to maximize the analysis performance 

[35]. This model was chosen due to its ability to understand context and meaning in Indonesian 

effectively. The performance of the model is also improved through hyperparameter settings, such as 

the use of the AdamW optimizer, a learning rate of 1e-5, an epsilon value of 1e-5, a weight decay value 

of 0.001, a number of epochs of 10, the use of early stopping, and the determination of a batch size value 

of 32. 
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2.6. Evaluation 

This evaluation stage is crucial in assessing how well the analysis results were obtained. Here, a 

confusion matrix is used during the evaluation process. The confusion matrix is a measure of a 

classifier’s accuracy that is defined concerning four outcomes: True Positive (TP), True Negative (TN), 

False Positive (FP), and False Negative (FN). The results of confusion matrices are also used to derive 

evaluation metrics such as accuracy, precision, recall, and f1-score measurement of the model being 

evaluated. [36]. 

1. Accuracy 

In evaluating a model's classification capability, accuracy measures the performance such a model 

achieves. The accuracy metric is the percentage of all correct predictions across the target dataset. 
 

 

 

2. Precision 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 
(1) 

Precision is the value of correct positive predictions to all positive predictions. 
 

 

 

3. Recall 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 = 
𝑇𝑃 

𝑇𝑃+𝐹𝑃 
(2) 

Recall merupakan nilai dari data positif yang berhasil diprediksi benar dari seluruh data positif 
 

 

 

4. F1 – Score 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃 

𝑇𝑃+𝐹𝑁 
(3) 

The F1-score accounts for both recall and precision and takes them to be averaged. 
 

 

 

3. RESULT 

3.1. Data Collection 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 × 
𝑃 ×𝑅 

𝑃+𝑅 
(4) 

In this study, data was sourced from 3 social media platforms: Twitter (now known as X), 

YouTube comments, and Instagram comments. X tweet data was collected from March to July with the 

keyword "presidential inauguration." YouTube comment data was collected from several videos that 

were relevant to the theme of the presidential inauguration and were videos that came from trusted online 

news accounts. Instagram comment data was taken from several posts relevant to the theme of the 

presidential inauguration and came from trusted online news media accounts. After collecting data from 

each platform, it is selected in the tweets and comments section. The final result of the data collection 

and selection process resulted in a dataset consisting of 5,283 data. 

3.2. Preprocessing and Translate 

In this research, preprocessing includes several stages: case folding, data cleaning, tokenization, 

and negation handling. Furthermore, the results of negation handling will be translated from Indonesian 

to English. The preprocessing and translation process can be seen in Table 1. 
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Table 1. Preprocessing Process 

Process Before After 

Case Folding @tvOneNews Selama Periode 

2024-2029 apakah akan terjadi 2x 

pelantikan presiden? Tidak layak 
utk ditunggu. 

@tvonenews selama periode 2024- 

2029 apakah akan terjadi 2x 

pelantikan presiden? tidak layak utk 
ditunggu. 

Data 

Cleaning 

@tvonenews selama periode 2024- 

2029 apakah akan terjadi 2x 

pelantikan presiden? tidak layak utk 
ditunggu 

selama periode apakah akan terjadi 

x pelantikan presiden? tidak layak 

utk ditunggu 

Tokenization selama periode apakah akan terjadi 

x pelantikan presiden? tidak layak 

utk ditunggu 

['selama', 'periode', 'apakah', 'akan', 

'terjadi', 'x', 'pelantikan', 

'presiden',’?’, 'tidak', 'layak', 'utk', 
'ditunggu'] 

Negation 

Handling 

['selama', 'periode', 'apakah', 'akan', 
'terjadi', 'x', 'pelantikan', 'presiden', 

‘?’, 'tidak', 'layak', 'utk', 'ditunggu'] 

['selama', 
'periode', 'apakah', 'akan', 'terjadi', x, 

'pelantikan', 'presiden',’?’, 'tidak', 

'tidak_layak', utk, 'ditunggu'] 

Translate selama periode apakah akan terjadi 
x pelantikan presiden? tidak_layak 

utk ditunggu 

During what period will there be x 
presidential inaugurations? not 

worth the wait 

3.3. Sentiment Labeling Result 

The sentiment labeling results for each library can be seen in Table 2. 

 

Table 2. Sentiment Results 

Library Positive Negative Neutral 

TextBlob 2046 937 2300 

VADER 2445 1604 1234 
 Flair  2520  2763  0  

 

Figure 2. Comparison of Sentiment Results 

 

Table 2 shows different results for each library. TextBlob and VADER can classify sentiment 

into positive, negative, and neutral categories. Flair, using the pre-trained model ' en-sentiment ', which 

is a model for English text, cannot detect neutral sentiment. Each labeling has a different approach to 

analyzing sentiment, so the results vary. 

Figure 2 shows the labeling results of each method. TextBlob is a lexicon-based library that uses 

a simple approach to determine sentiment. The results from TextBlob show that this labelling 

predominantly classifies neutral sentiment, which is 2300 or 43.51% of the total data. This shows that 

TextBlob identifies more text that does not have strong emotions so that it is read as neutral sentiment. 

TextBlob is an easy and fast library, but it needs to be more accurate in handling complex sentences. 
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Therefore, TextBlob is suitable for fundamental sentiment analysis or on datasets that do not have 

explicit emotions. 

VADER shows dominant results on positive sentiments. 2445 positive sentiments were classified, 

or 46.28% of the total data. VADER uses a lexicon-based approach designed explicitly for text from 

social media that tends to be informal. This text can provide a more explicit emotional picture. VADER 

has the advantage of considering the entire text, including emphasis, emoticons, negation, and 

amplifying words, to determine sentiment. This ability allows VADER to detect more positive or 

negative sentiments than neutral, with a neutral classification of only 23.36% or 1234 data. This makes 

VADER ideal for analyzing texts with a wide variety of emotions, such as product reviews or social 

media posts that are emotional. 

Flair uses a different approach between TextBlob and VADER. Flair is based on a deep learning 

model. In the research, labelling results using Flair only classify two sentiments, positive and negative, 

without giving results on neutral sentiments. The labelling results detected 47.70% positive sentiment 

or 2520 data and 52.10% negative sentiment or 2763 data from the total data. The pre-trained 'en- 

sentiment' model allows Flair to understand text context better than rule-based libraries. Flair is suitable 

for analysis that requires in-depth coverage of complex text, but its weakness is that it cannot detect 

neutral sentiment. 

These three libraries offer different advantages and disadvantages when analyzing sentiment. 

TextBlob is an accessible library that is fast to use and dominant in detecting sentiment neutrality. 

VADER is a library for reading social media text, so it is better at handling informal language. VADER 

also considers good emotions through emphasis, emoticons, and reinforcing words in analyzing 

sentiment to balance positive and negative results. At the same time, Flair, with a deep learning model, 

is superior in understanding the context of the sentence but cannot detect neutral sentiment. 

 

Table 1. Comparison of Sentiment Analysis on Sentences 

Sentence TextBlob VADER Flair 

menyatakan oposisi setelah pelantikan presiden baru 
Positive Neutral Negative 

setelah pelantikan presiden bakal bnyk lg tarif yg akan naik 
Positive Neutral Negative 

saya sampai saat ini tidak akan mendukung perubahan apalagi seusai 

pelantikan presiden dan wapres hasil kecurangan 
Neutral Negative Negative 

 

Sentiment labelling using three different libraries will produce various results on the analyzed 

text. Table 3 clearly shows how each library classifies a single sentence with different sentiments. This 

highlights the different approaches applied by each library in analyzing sentiment. Therefore, Table 3 

clearly shows the variation in results produced by each library on the exact text. This shows the 

importance of choosing the proper labelling for sentiment analysis. 

3.4. Split Data Result 

The 5,283 data is divided into 80% training data, equivalent to 4225 data; 10% validation data, 

equivalent to 529 data; and 10% test data, or equivalent to 529 data. The data split process uses 

stratified sampling to ensure sentiment balance in each data subset. The results of the split data and 

sentiment distribution in each Library can be seen in Table 4, Table 5, and Table 6. 
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Table 2. Split Data Results and Sentiment Distribution on TextBlob 

Subset Total Data & Percentage Sentiment Count & Percentage 

Train 4225 (80.0%) Negative 749 (17.73%) 
  Positive 1636 (38.72%) 
  Neutral 1840 (43.55%) 

Validation 529 (10.0%) Negative 94 (17.77%) 
  Positive 205 (38.75%) 
  Neutral 230 (43.48%) 

Test 529 (10.0%) Negative 94 (17.77%) 
  Positive 205 (38.75%) 
  Neutral 230 (43.48%) 

 

Table 4 shows the data division and sentiment distribution results on the dataset analyzed using 

TextBlob. The dataset is divided into three subsets: Train, Validation, and Test, with a proportion of 

80% for training data, 10% for validation, and 10% for test data. In the Train subset, there are 4225 data, 

with a distribution of negative sentiment of 749 data or 17.73%, positive sentiment of 1636 data or 

38.72%, and neutral sentiment of 1840 data or 43.55%. 

For the Validation subset, from a total of 529 data, 94 data or 17.77%, as negative, 205 data or 

38.75% as positive, and 230 data or 43.48% as neutral. Similarly, in the Test subset, which also consists 

of 529 data, the sentiment distribution shows 94 data or 17.77%, as negative, 205 data or 38.75%, as 

positive, and 230 data or 43.48%, as neutral. 

 

Table 5. Split Data Results and Sentiment Distribution on VADER 

Subset Total Data & Percentage Sentiment Count & Percentage 

Train 4225 (80.0%) Negative 1283 (30.37%) 
  Positive 1955 (46.27%) 
  Neutral 987 (23.36%) 

Validation 529 (10.0%) Negative 160 (30.25%) 
  Positive 245 (46.31%) 
  Neutral 124 (23.44%) 

Test 529 (10.0%) Negative 161 (30.43%) 
  Positive 245 (46.31 %) 
  Neutral 123 (23.25%) 

 

Table 5 presents the data division and sentiment distribution results on the dataset analyzed using 

VADER. The data is divided into three subsets: Train, Validation, and Test, with equal proportions of 

80% for training data, 10% for validation, and 10% for test. In the Train subset, out of 4225 data, 1283 

data or 30.37%, were classified as negative, 1955 data or 46.27%, as positive, and 987 data or 23.36%, 

as neutral. 

The Validation subset has 529 data with a negative sentiment distribution of 160 data or 30.25%, 

245 positive data or 46.31%, and 124 neutral data or 23.44%. The Test subset with the same amount of 

data, 529 data, has almost the same distribution as the validation subset, where 161 data or 30.43%, are 

negative, 245 data or 46.31% are positive, and 123 data or 23.25% are neutral. 

 

Table 6. Split Data Results and Sentiment Distribution on Flair 

Subset Total Data & Percentage Sentiment Count & Percentage 

Train 4225 (80.0%) Negative 2209 (52.28%) 
  Positive 2016 (47.72%) 
  Neutral 0 

Validation 529 (10.0%) Negative 277 (52.36 %) 
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  Positive 252 (47.64%) 
  Neutral 0 

Test 529 (10.0%) Negative 277 (52.36 %) 
  Positive 252 (47.64%) 
  Neutral 0 

 

Table 6 shows the data division and sentiment distribution results on the dataset analyzed using 

Flair. As in the previous table, the dataset is divided into three subsets: Train, Validation, and Test, with 

proportions of 80%, 10%, and 10%, respectively. In the Train subset, there are 4225 data with the 

following sentiment distribution: 2209 data or 52.28%, are classified as negative and 2016 data or 

47.72% as positive, with no neutral sentiment category. 

In the Validation subset, out of 529 data, 277 data or 52.36%, are classified as negative, and 252 

data or 47.64% as positive. The same distribution is also seen in the Test subset, where 277 data or 

52.36%, are negative, and 252 data, or 47.64%, are positive. 

The absence of a neutral category in Flair's analysis results confirms that this library only 

classifies data into two sentiment categories, namely positive and negative. 

3.5. Evaluation Performance Comparation 

A series of processes, from preprocessing to split data, has been carried out. The results of each 

library are trained and tested using the IndoBERT model to determine the performance of each labeling. 

The report classification of TextBlob is shown in Table 7, the report classification of VADER is shown 

in Table 8, and the report classification of Flair is shown in Table 9. 

 

Table 3. Classification Report TextBlob 

 Precision Recall F1-score 

Negative 0.6552 0.6064 0.6298 

Positive 0.7225 0.7366 0.7295 

Neutral 0.7725 0.7826 0.7775 

Accuracy   0.7335 

Macro avg 0.7167 0.7085 0.7123 
 Weighted avg  0.7323  0.7335  0.7327  

 

Table 7 is TextBlob's Classification Report in sentiment classification based on three main 

metrics, namely Precision, Recall, and F1-score for Negative, Positive, and Neutral sentiment 

categories. In the Negative category, Precision reaches a value of 0.6552, which indicates that 65.52% 

of the negative predictions by TextBlob are correct. Recall in this category was recorded at 0.6064, 

meaning that TextBlob could identify 60.64% of the negative data. The F1-score in the negative category 

is 0.6298, which shows a balance between Precision and recall in this category, although the 

performance is relatively lower than in other categories. 

In the Positive category, TextBlob performed better, with a Precision of 0.7225, indicating that 

72.25% of the positive predictions were accurate. The recall for this category was 0.7366, indicating 

that TextBlob could detect 73.66% of the positive data correctly. The F1-score in the positive category 

reached 0.7295, which shows a stable performance in identifying and classifying positive sentiments. 

In the Neutral category, TextBlob showed its best performance with a Precision of 0.7725, which 

means 77.25% of the neutral predictions by TextBlob were correct. Recall for this category was recorded 

at 0.7826, which indicates that the model could detect 78.26% of the total data that was truly neutral. 

The F1-score for the neutral category reached the highest value among the three categories at 0.7775, 

indicating an excellent performance in identifying neutral sentiments. 
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Overall, TextBlob's accuracy in sentiment classification is 0.7335, indicating that It performs 

quite well in sentiment analysis. The weighted average values for Precision, recall, and F1-score are 

0.7323, 0.7335, and 0.7327. This shows that TextBlob provides balanced results in terms of detecting 

positive and neutral sentiments, although its performance decreases slightly in negative sentiments. 

Based on the results obtained, TextBlob is suitable for use in a simple sentiment analysis context. 

 

Table 4. Classification Report VADER 

 Precision Recall F1-score 

Negative 0.7079 0.7826 0.7434 

Positive 0.8008 0.7714 0.7859 

Neutral 0.7043 0.6585 0.6807 

Accuracy   0.7486 

Macro avg 0.7377 0.7375 0.7366 
 Weighted avg  0.7501  0.7486  0.7485  

 

Table 8 is VADER's Classification Report, classifying sentiments into negative, positive, and 

neutral categories based on precision, Recall, and F1-score metrics. In the Negative category, VADER 

has a Precision of 0.7079, which means about 70.79% of the negative predictions are correct. Recall in 

this category reached 0.7826, indicating that VADER could detect 78.26% of the data that was negative. 

The F1-score for negative sentiment was recorded at 0.7434, a balance between Precision and Recall, 

indicating a fairly good performance in this category. 

In the Positive category, VADER showed a higher performance with a Precision of 0.8008, 

indicating that 80.08% of the positive predictions were accurate. Recall in this category was 0.7714, 

indicating that VADER successfully identified 77.14% of the total data that was truly positive. The F1- 

score for positive sentiment is 0.7859, indicating a fairly good and stable performance in detecting 

positive sentiment. 

Precision was recorded at 0.7043 in the Neutral category, which means 70.43% of the neutral 

predictions were correct. However, the Recall for neutral sentiment is lower than the other categories, 

at 0.6585, indicating that VADER can only detect 65.85% of the neutral data. The F1-score for this 

category is 0.6807, which reflects that VADER is less optimal in classifying neutral sentiment than other 

categories. 

Overall, VADER has an accuracy of 0.7486, with weighted average values for Precision, Recall, 

and F1-score of 0.7501, 0.7486, and 0.7485, respectively. These results show that VADER generally 

performs well, especially in detecting positive and negative sentiments, but shows weakness in 

classifying neutral sentiments. 

 

Table 5. Classification Report Flair 

 Precision Recall F1-score 

Negative 0.8090 0.8412 0.8248 

Positive 0.8174 0.7817 0.7992 

Accuracy   0.8129 

Macro avg 0.8132 0.8115 0.8120 
 Weighted avg  0.8130  0.8129  0.8126  

 

Table 9 is Flair's Classification Report, which uses a deep learning-based approach in classifying 

sentiment into Negative and Positive categories. In the Negative category, Flair shows superior 

performance with a Precision of 0.8090, which means about 80.90% of the negative predictions are 

correct. Recall in this category reached 0.8412, indicating that 84.12% of the supposedly negative data 
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was correctly identified. The F1-score on the negative category was 0.8248, signifying an excellent 

performance in detecting and classifying negative sentiments. 

In the Positive category, Precision was recorded at 0.8174, indicating that 81.74% of Flair's 

positive predictions were correct. Recall in the positive category was 0.7817, which means Flair 

successfully detected 78.17% of the data that was actually positive. The F1 Score for this category is 

0.7992, which signifies a balance between Precision and recall, showing that Flair is able to handle 

positive sentiment with strong performance. 

Overall, Flair's accuracy is 0.8129, reflecting its high performance in sentiment analysis. The 

weighted average values for Precision, recall, and F1-score are 0.8130, 0.8129, and 0.8126, respectively. 

This shows that Flair, which uses a deep learning model, performs better than other libraries in detecting 

both negative and positive sentiments. Based on these results, Flair proved to be better at handling 

complex sentiment classification, with an overall higher accuracy rate.. 

Based on the classification report's results, each library's accuracy comparison is shown in Figure 

3. 

 

Gambar 1. Comparison Accuracy 

 

Figure 3 shows the accuracy of the comparison of each label. TextBlob produces 73.35% 

accuracy, VADER produces 74.86% accuracy, and Flair produces 81.29% accuracy. Based on the 

classification report and the accuracy value obtained, Flair performs better than TexBlob and VADER. 

This is because Flair analyzes by using contextual embedding, thus enabling accurate and better 

representation. 

4. DISCUSSIONS 

Sentiment labeling can be done in several ways, such as manual or automatic labeling. In this 

research, automatic labeling is done using the TextBlob, VADER, and Flair libraries. Research [37] also 

uses TextBlob in labeling, showing that sentiment labeling using TextBlob can classify sentiment into 

positive, negative, and neutral. Another study [38] also used TextBlob in labeling. The labeling results 

using TextBlob dominantly detect neutral sentiments compared to positive and negative. Another study 

[39] also conducted sentiment labeling using TextBlob with the results of neutral sentiment being more 

dominant. 

In this research, VADER is also used in the labeling process. The results of this study, the labeling 

process using VADER can classify sentiments into positive, negative, and neutral. This is in accordance 

with research [40] which conducted sentiment labeling using VADER and classified sentiments into 

positive, negative, and neutral. Another study [41] also conducted sentiment labeling using VADER and 

produced dominant positive sentiment. Another study [42] also conducted sentiment labeling using 

TextBlob and VADER. The results of TextBlob labeling dominantly detect neutral sentiments, while 

VADER dominantly detects positive sentiments. 
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In this study, the labeling process using TextBlob and VADER can be classified into three 

sentiments: positive, negative, and neutral. Meanwhile, Flair labeling only classifies two sentiments, 

namely positive and negative. This is in line with research [32] prove that TextBlob can classify 

sentiments into positive, negative, and neutral but dominantly detect neutral and positive sentiments. 

VADER can classify into positive, negative, and neutral sentiments but dominantly detect positive and 

negative sentiments. Flair only classifies positive and negative sentiments with a dominant negative 

sentiment, and neutral sentiments cannot be detected. The same thing was done in research [43], which 

conducted labelling using TextBlob, VADER, and Flair. TextBlob and VADER can classify positive, 

negative, and neutral sentiments. Flair only classifies sentiment into positive and negative and cannot 

detect neutral sentiment. 

In research [44] on sentiment analysis of COVID-19 vaccinations, comparing the results of 

sentiment analysis using TextBlob and VADER, it shows that VADER has better performance than 

TextBlob, VADER provides an accuracy of 85.22%, while Textblob provides an accuracy of 84.97%. 

This is in line with research [45] on the use of pre-trained models for sentiment analysis, which results 

in that VADER has better performance than TextBlob because VADER is specifically designed to 

predict sentiment from social media data by considering sentiment polarity and emotional intensity that 

takes into account emphasis, emoticons, slang words, and acronyms. 

This research comparing TextBlob, VADER, and Flair labeling shows that Flair has higher 

accuracy than TextBlob and VADER. Flair labeling is done with deep learning and contextual 

embedding techniques. Flair is also a pre-trained model that provides better performance and efficiency. 

The results of research [46] comparing TextBlob, VADER, and Flair to measure sentiment from 

financial news, where the evaluation results show that Flair has superior performance compared to 

TextBlob and VADER. This is because Flair uses a deep learning approach that allows the model to 

understand the context of the sentence better. Research [32] also mentioned that Flair uses contextual 

embedding so that the model can understand the context of the words in the sentence better. 

What has been mentioned is in line with this research because it gives the results of TextBlob, 

which dominantly detects neutral sentiment by 43.54%, positive sentiment by 38.73%, and negative 

sentiment by 17.74%. VADER dominantly detects positive sentiment by 46.28%, negative sentiment by 

30.36%, and neutral sentiment by 23.36%. Flair only detects positive sentiment by 47.70% and negative 

sentiment by 52.30%. In addition, from the evaluation results, Flair's performance is better, with an 

accuracy value of 81.29%, compared to TextBlob, which has an accuracy of 73.36% and VADER, which 

has an accuracy of 74.86%. 

5. CONCLUSION 

Based on the research, 5,283 data were obtained from X tweets, YouTube comments, and 

Instagram comments. Data is preprocessed and translated from Indonesian to English, sentiment 

labeling using TextBlob, VADER, Flair, IndoBERT implementation, evaluation, and performance 

comparison. Based on the sentiment labeling results, Textblob dominantly detects neutral sentiments. 

VADER dominantly detects positive sentiment, and Flair dominantly detects negative sentiment and is 

unable to detect neutral sentiment. Split data is done with a ratio of 80% train data, 10% validation data, 

and 10% test data, and a stratified sampling method is done to ensure sentiment balance in each subset. 

Training and testing were conducted using IndoBERT with an accuracy of 73.35% on TextBlob, 74.86% 

on VADER, and Flair with an accuracy of 81.29%. Flair gives the best results because the Flair labeling 

process is done with deep learning and contextual embedding techniques. The accuracy results are more 

accurate compared to lexicon-based methods because Flair can consider the relationship between words 

in a sentence. Flair has a pre-trained model that provides better performance, efficiency, and good 
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generalization. This proves that the sentiment labeling process will affect the sentiment label results and 

the model's performance in sentiment analysis. 

Suggestions for future research are to use more data and more diverse sources, different 

preprocessing techniques, compare labelling techniques that have not been compared, and train and test 

using different models from this study. 
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