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Abstract 

 The majority of speech recognition research currently uses English as the research base, but the results can also be 

used for another language, including Javanese speech recognition. Previous research stated that there were differences 

in frequency between English and Dutch. This shows that the frequency of Javanese can also be different. The 

difference in frequency allows for a new way of recognizing Javanese Speech. By using a dataset of Javanese vowel 

phonemes, this research aims to identify the dominant frequencies in Javanese speech using the Fast Fourier 

Transform data extraction an2d the Random Forest Classifier. The feature importance level data will be tested with 

a deep neural network to determine the accuracy and speed of the process. Choosing a dominant frequency is expected 

to make the process more effective and efficient in using computing resources. 

Keywords : Deep Neural Network, Fast Fourier Transform, Javanese Phoneme, Random Forest Classifier, 

Speech to Text. 
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1. INTRODUCTION 

The majority of speech recognition research always uses English basically, this is in accordance 

with the language mastered by the researchers themselves and also because English is the language most 

widely used by humans in the world. Even though the research was developed in English, the results of 

the technology can be used for voice recognition in other languages, including Indonesian and even 

Javanese. 

The existing voice recognition technology can be used for Javanese, but it is possible that 

Javanese have other methods with better accuracy, lighter resources, and faster processing. Mathilde 

Theelen stated in 2017 that there are frequency differences between English and Dutch [07]. This shows 

that different languages can produce voices with different basic frequencies. Based on the results of this 

research, it is very possible that Javanese also has a different dominant frequency from English. The 

difference in frequency makes it possible to carry out research which will hopefully result in new ways 

to Javanese Speech Recognition more quickly and efficiently. 

This journal presents an in-depth investigation aimed at enhancing the Javanese speech-to-text 

technology by applying a novel analysis of the frequency of key vocal phonemes. This method utilizes 

distinct acoustic characteristics to address specific challenges related to the Javanese language, offering 

potential benefits for speech recognition technologies in other languages with limited resources. The 

study focuses on detecting prominent frequencies in Javanese words by employing the Fast Fourier 

Transform (FFT) to convert speech data into the frequency domain. By applying feature importance 

techniques from the Random Forest Classifier, we can select the most influential frequencies. This 

method enables the reduction of training data volume without sacrificing accuracy, making the process 
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more effective and efficient in terms of computational resource usage. The low computing system 

requirements resulting from this approach allow speech-to-text processes to run on IoT platforms and 

embedded systems. 

Previous research [06] is trying to overcome the current problem where speech recognition is very 

difficult to implement widely and efficiently. This is because the current speech recognition system 

requires quite a large amount of computing power and memory, so it costs quite a lot to implement. The 

researcher tries to reduce the computational process by changing the deep learning configuration to a 

minimum, where the architecture utilizes a three-layer model with 130 neurons, 64 inputs, a softmax 

activation function, Adam optimization, a dropout rate of 0.2, and a batch size of 64. This method can 

still achieve an accuracy of 74.06 % for training and 71.68 % for validation. 

Research [03] aims to explore the application of MFCC-based speech-to-text technology, 

incorporating FFT features, to develop a speech-to-text application for patient complaints in Bahasa 

Indonesia during medical histories. TensorFlow is utilized specifically for Bahasa Indonesia within the 

medical context. The voice dataset used in this study encompasses not only Indonesian words but also 

various complaints expressed in Javanese. The implementation of speech-to-text aims to accurately 

transcribe common patient complaints during medical examinations. From a dataset comprising 500 

voice recordings from 10 individuals, an accuracy of 64% was achieved. Additionally, similarity 

calculations were conducted to assess the alignment between spoken words and the generated text. 

Based on these similarity assessments, the generated text data was categorized into three groups: good, 

fair, and poor. 

Research [10] focuses on Javanese speech recognition using a dataset of male and female voices 

from the Javanese tribe, processed with noise reduction preprocessing and MFCC feature extraction. 

Classification employs Random Forest and Neural Network methods. The study involves 150 WAV 

files recorded for "eating," "drinking," and "sleeping," each spoken 10 times by 5 men and 5 women. 

Evaluation results show accuracies of 91.3% using Random Forest and 92.2% using Neural Network 

for Javanese accent speech recognition. 

Research [09] presents the development of a hybrid corpus-based machine translation system for 

the Javanese language, focusing on its complexity in politeness expression and speech levels. The 

system integrates statistical features and edits shifting distance to enhance alignment efficiency. The 

study proposes an improved alignment algorithm based on impossible pair restrictions, achieving higher 

accuracy (93.8%) despite fewer training data compared to the previous model (87.9%). 

Research is needed to explore alternative methods for processing Javanese speech into text that 

reduce the amount of training data required without compromising accuracy. This can be achieved by 

focusing on training models using datasets that capture the most dominant frequencies in each allophone 

with a limited number of samples. Utilizing the feature importance technique of the Random Forest 

Classifier, we can rank and select the frequency data based on their influence on allophone variations. 

This approach aims to maintain high recognition accuracy while significantly reducing the 

computational resources and data volume necessary for effective model training. This method was not 

found in previous research. 

Based on research[04], Javanese vocal phonemes consist of 6 pieces: /i, u, e, ð, o/, a/. Of the six 

vocal phonemes, based on the height of the tongue when pronounced, they can be divided into 3 types, 

namely high vowels (/i, u), middle vowels (/e, ð, o/), and low vowels (a/). If divided based on the distance 

between the tongue and the palate or the structure when the phoneme is pronounced, the phoneme is 

divided into 4 parts, namely: closed (/I, e/), semi-closed (/e, o/), semi-open (ð) and open ( a/) as shown 

in Table 01. 

 

Table 1. Vowel Phoneme 
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Moving part of the tongue 

  Front Central Back   

 Hi i  u Close Between 

tongue 

and 

palate 

Tongue 

hight 
Middle 

e  o Close-Mid 

 ð  Open-Mid 

 Low  a  Open 

  UnRound Round  

   Lip Shape  

From the 6 vocal phonemes, if we develop them into allophone form, they will become 10 

allophones : [i], [I], [u], [U], [e], [E], [ð],[o],[ כ],[a]. Figure 01 and Table 02 show details about the 

allophones and the example words for each 

 

Figure 1. Javanese Vocal Phoneme Allophones 

Table 2. Allophones 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The foundational pieces required to develop voice recognition systems are provided by the Python 

package Librosa, which is designed for music and audio analysis. The Fast Fourier Transform (FFT) 

method is a crucial tool recognized for its pivotal role in various audio analysis applications, including 

feature extraction, noise reduction, and audio visualization. Librosa is widely used for audio analysis 

due to its comprehensive toolkit and user-friendly interface. It supports various tasks including signal 

processing, feature extraction, and audio data handling, making it a versatile tool for creating and testing 

audio analysis applications. Its intuitive design caters to both beginners and experienced users alike. 

The Fast Fourier Transform (FFT) is a computational algorithm utilized to compute the discrete 

Fourier transform (DFT) or its inverse (IDFT). The DFT is a mathematical technique used to convert a 

No Allophones Words 

1 [i] iki, dina,timba,amis, pait 

 

2 

 

[I] 

alis, balik,sing, ting, kaping, 

garing 

 

3 

 

[u] 

ulah, uwong, pundak, buku, 

aduh 

 

4 

 

[U] 

ayun, getun,sanggul, mung, 

umuk 

5 [e] enak. edan,bale,gempor 

6 [E] jengkel,waneh,meri,kalen 

 

7 

 

[ð] 

pendopo, emas, sego, 

metu.lemu 

8 [o] loro, kono, obah, olah 

9 [>] pong, obong, gentong, lori,sapa 

0 [a] akal, banter, bakat, bali 
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function's representation from the time or space domain into its corresponding frequency domain., and 

vice versa. This method finds extensive applications across diverse fields including signal processing, 

image processing, audio analysis, and various other disciplines. The FFT is particularly important 

because it drastically reduces the number of computations needed to perform the DFT, especially for 

large input sizes. 

Fast Fourier Transform (FFT), frequently abbreviated as FFT, is a fundamental algorithm utilized 

in digital signal processing to compute discrete Fourier transforms quickly and efficiently. Fast Fourier 

Transform currently shares fields that apply this technology, such as the field of telecommunications, 

image processing, and audio signal analysis. The Fast Fourier Transform (FFT) is a highly efficient 

algorithm used to compute the Discrete Fourier Transform (DFT) and its inverse, significantly reducing 

computational complexity from O(N^2) to O(N log N). 

Feature importance techniques evaluate the significance of input features in predicting the target 

variable. These methods assess the contribution of each feature to the decision-making process within 

the Random Forest (RF) classifier. This review explores the concept of feature importance in RF, the 

methods for determining it, and its various applications and limitations. Feature importance can be 

employed to reduce dimensionality and potentially enhance model performance by identifying and 

selecting the most relevant features in high-dimensional datasets. This is especially advantageous in 

disciplines such as genomics, where the quantity of features (genes) can be substantial. 

2. METHOD 

This research proposes to find the dominant frequency using the Fast Fourier Transform and 

Random Forest Classifier. An overview/block diagram of the outcome of this research is illustrated in 

Figure 02. In Figure 1, we can see the audio features that will be extracted from the dataset using Librosa 

and Fast Fourier Transform (FFT). Then, the Random Forest Classifier is applied for extraction to 

determine the dominant frequency from the dataset that influences allophone changes. 

The first 20 feature importance results from the random forest classifier will be compared with 

all data from the original dataset using deep learning. This is to show that using 20 dominant frequency 

data will have a faster processing time. All processes will be done in the google colab. 
 

Figure 2. Diagram Block 
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2.1. Voice Dataset 

The dataset consists of 800 vocal phonemes recorded using smartphones from 30 male and female 

individuals. There are two types of sentences recorded, the first is specific sentences, and the second is 

words referring to the 10 allophones in Javanese. The two types of voice data are then cut into pieces 

manually and then labeled. 

The initial sentence before the cutting process was: ‘ jengkel banget dino iki kudu ngolah sego 

sing enak tapi mung kaya ngene’. After cutting process this sentence into syllables, it can represent the 

10 allophones in Javanese. Figure 03 shows the first type of audio signal before the cutting process, and 

Table 03 shows a list of truncated syllables and their allophones. Figure 04 shows the second type of 

audio signal before the cutting process. All cutting processes are performed using Audacity software. 

 

Figure 3. Sounds Files Before Cutting 

Table 3. Syllables and Allophones 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Allophone Sound File Before Cutting 

Syllables Allophones 

jeng, kel [E] 

ba, lah, nak, ta [a] 

nget, se [ð] 

di, i, ki, pi [i] 

no, go, ka, ya [>] 

ku, du, [u] 

ngo [o] 

sing [I] 

e, nge, ne [e] 

mung [U] 
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Figure 5. Audacity Software for Audio Cutting 

 

Figure 05 shows that the cutting process is carried out using Audacity software. The results are 

saved in a certain file format, which can show the allophone ID and also the sound source ID 

2.2. Librosa and Fast Fourier Transform (FFT) 

The first step taken in the FFT process is to convert the dataset voice file into array data using the 

Librosa Module. One of Librosa's functions is to load audio files and convert them into data arrays. This 

array represents the audio signal as a time series, where each element of the array corresponds to an 

audio sample. In Python, the task to do this work can be done using the function: librosa.load(). Figure 

06 shows the Python code for librosa extraction: 

 

Figure 6. Librosa Code 

 

Figure 7. Librosa Extraction 

 

Next, the process involves performing a Fast Fourier Transform (FFT) action to process of 

converting the signal from its time domain representation to the frequency domain. Figure 06 displays 

the voice extraction data in the time domain, while Figure 08 illustrates the voice data in the frequency 

domain after applying the FFT process using Python coding as depicted in Figure 07. After the FFT 

process, all data will be collected in data frame format as shown in Figure 09. This research uses FFT 

with several parameters as follows: 

 

Tn: Sample rate = 22050 

T: Sampling Internal = Tn/Sr = 2048 / 22050 

L: Total Number Sample = 2048 

t: Time Vector = 1/Sr = 1/22050 
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The amount of data is limited to 200 data from a frequency of 10 Hz to a frequency of 2153 Hz. 

Frequencies below 2 kHz cover a significant portion of the essential range of human speech, which 

includes the most important elements for vowel sounds and certain consonants. This can be beneficial 

for applications such as voice recognition, linguistic research, or vocal analysis, where higher 

frequencies may have less significance. 

 

Figure 8. FFt Process in Python 

 

Figure 9. Data Extraction After The FFT Process 

 

Figure 10 shows the entire dataset after the FFT process, which consists of 804 rows of data and 

201 columns of data, including the label column. 

 

Figure 10. Dataset After The FFT Process 

 

 

2.3. Random Forest Classifier 

The Random Forests method utilizes an ensemble of decision tree classifiers, with each tree being 

trained on a bootstrap sample of data points. At each node, the tree splits based on a randomly dominant 

subset of attributes. Classification is determined by aggregating the predictions from all trees within the 
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forest. To construct each tree in the forest using a dataset with N data points and M attributes, the process 

is as follows: 

1. Randomly pick N data points from the entire dataset with replacements to create a training sample. 

2. At each node in the tree, choose a random subset of m attributes from the full set of M attributes in 

the dataset. The specific number of m is set in relation to the total number of attributes and stays 

constant during the forest-building process. 

3. Identify the optimal attribute split for the existing node using the dominant subset of m attributes 

chosen in step 2. Repeat steps 2 and 3 until the tree reaches its full depth (no pruning is applied). 

This process is repeated independently for each tree in the forest, resulting in an ensemble model 

where each tree contributes to the final classification decision through a voting mechanism. 

 

Figure 11. Feature Importance by Random Forest Classifier 

 

In the Feature Impotance by Random Forest Classifier, there are 2 parameters that we can change, 

the first is n_estimators and the next is random_state. The value of n_estimators has no definite limit, 

generally between 100 to 1000. The number of trees in the forest is determined by the n_estimators 

parameter. A random portion of the data is used to train each tree, and the combined forecasts of all the 

trees—typically by majority vote in classification tasks—make the final prediction. The Random_State 

parameter in a Random Forest Classifier is used to control the randomness of the bootstrapping of the 

samples used when building the trees and the randomness involved in selecting features for each split 

in a tree. In this research for Random-State in all experiments will use a single number 42, and for 

n_estimators, we will find out the best number by 2 methods. Figure 11 shows the process we do in 

Google Colab for the feature importance process of random forest classification. 

2.3.1. GridSearchCV 

This approach systematically explores all possible combinations of hyperparameter values in a 

given grid. The algorithm thoroughly evaluates all possible combinations of hyperparameters and selects 

the combination that produces the highest performance based on a given metric. In this research, we 

only change the n_estimators parameter with 5 nested choices from 50 to 1000. Then evaluate each 

value using cross-validation. Figure 12 shows the python used for this process. 

 

Figure 12. GridSearchCV Code 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.2.2708


Jurnal Teknik Informatika (JUTIF) 
P-ISSN: 2723-3863 

E-ISSN: 2723-3871 

Vol. 6, No.2, April 2025, Page. 871-890 

https://jutif.if.unsoed.ac.id 

DOI: https://doi.org/10.52436/1.jutif.2025.6.2.2708 

879 

 

 

 

2.3.2. Manual Check 

In this method, several choices of existing n_estimators values, one by one will be checked to 

evaluate the results of its accuracy testing with a random forest classifier and then ranked to find the 

best n_estimator value. The choices of n_estimators given are still the same as those of the previous 

method, namely 50,100,200,500,600 and 1000. Figure 13 shows the coding code in Google Colab for 

the manual check method. 

 

Figure 13. Manual Check Python Code 

2.4. Deep Neural Network 

Deep Neural Networks (DNN), employed in this study using frameworks like TensorFlow and 

Keras, are frequently utilized to analyze sequences of data in programming languages. These networks 

are widely known for their effectiveness in tasks such as image recognition and classification but can 

also be applied to other tasks such as natural language processing and signal processing. 

Activation functions introduce non-linear properties into Deep Neural Networks (DNNs), 

enabling them to capture and learn complex relationships between input and output data. This research 

uses activation functions ReLU (Rectified Linear Unit) and sigmoid. 

A DNN will train two datasets: normal data, and 'feature-important' data, and then we will analyze 

both results to find differences between both data regarding the accuracy and size of the resulting model 

file. Figure 14 shows the Python code for the DNN Model. 

 

Figure 14. DNN Model 
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3. RESULT 

3.1. Finding RFC Parameter 

The most important feature of a Random Forest classifier is its ability to assess the importance of 

each feature in making predictions. This is typically done through the calculation of feature importance 

scores, which indicate how valuable each feature is in predicting the target variable. For the Random 

Forest Classifier model, this research first finds the appropriate n_estimators parameter value that will 

produce results with a fairly high accuracy value. The 

n_estimates values in 2 methods. 

following are the results of searching for 

The first method is the GirdSearchCV method, with this method from the experiment with 6 

choices of n_estimators values (50, 100, 200, 500, 600, 1000) the highest accuracy results were obtained 

when using the n_estimators value of 600. Where with the n_estimators value, the Cross Validation 

Accuracy was obtained at 45.01% and the Training Accuracy value was 99.87%. Table 5 shows the 

detailed results of GridRecearchCV, where it can be seen that the mean_train_score value of all data has 

the same output of 99.87%, but for the mean_test_score there is a variation where n_estimators 600 has 

the highest accuracy, followed by n_estimators 500 and 1000 with the same value of 45.7%. The next 

sequence is n_estimators 200 then 50, and the lowest accuracy value is n_estimatord 100 with an 

accuracy value of 43%. mean_test_score is the average test score across all cross-validation folds for 

each hyperparameter combination. This is the primary metric used to determine the best 

hyperparameters, and mean_train_score is the average training score across all cross-validation folds 

for each hyperparameter combination. 

 

Table 5. GridSearchCV Result 

n_estimators mean_test_score mean_train_score rank_test_score 

50 0,432 0,998 5 

100 0,43 0,998 6 

200 0,442 0,998 4 

500 0,457 0,998 2 

600 0,46 0,998 1 

1000 0,457 0,998 3 

 

The second method is by manual check, with the same input parameter options, one by one the 

parameters are tested with the random forest classifier model and the accuracy results are evaluated. The 

results of this method obtained the best accuracy results on n_estimators 500 with an accuracy value 

reaching 0.4969. Table 6 shows the detailed results of this test where it can be seen that n_estimators 

500 gets ranked 1, followed by n_estimators 600 with an accuracy of 0.472. The worst value is obtained 

by n_estimaros 50 with an accuracy of 0.4534. 

 

Table 6. Manual Check Result 

n_estimators Accuracy rank_test_score 

50 0,4534 6 

100 0,4596 5 

200 0,4658 4 

500 0,4969 1 

600 0,472 2 

1000 0,4658 4 
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Based on the 2 methods above, n_estimators 500 and 600 are the most appropriate choice for the 

existing dataset and can produce maximum accuracy. This research will use n_estimators 500 to find 

the most important frequencies. 

3.2. Importance Frequency 

With the existing dataset, where the data consists of 200 data and frequencies from 10Hz to 

2153Hz and uses the feature importance of the random forest classifier with a n_estimators value of 500, 

the most important frequency sequence is obtained as shown at table 7. Figure 15 shows a Bar Chart for 

the Feature Importance plot. 

From the table above, the order of the most important frequencies is seen from the highest 

percentage score of influence of 0.92% with a frequency of 764 Hz. This means that the data at that 

frequency has the most influence on vocal phoneme changes. The frequency with the least influence is 

the frequency of 1830hz with a percentage of influence of 0.28%. From the table above, it can be seen 

that the 10 most influential frequencies are: 764 Hz, 1388 Hz, 785 Hz, 1227 Hz, 1345 Hz, 419 Hz, 645 

Hz, 279 Hz, 775 Hz, and 441 Hz 

 

Table 7. List of Importance Frequency 

Number Subject 1 2 3 4 5 6 7 8 9 10 

1 ~ 10 
Freq (Hz) 764 1388 785 1227 1345 419 645 279 775 441 

Score (%) 0,92 0,91 0,86 0,86 0,82 0,76 0,76 0,76 0,75 0,74 

11 ~ 20 
Freq (Hz) 1291 1410 753 678 1281 710 689 2153 656 818 

Score (%) 0,74 0,74 0,73 0,70 0,69 0,68 0,68 0,67 0,67 0,67 

21 ~ 30 
Freq (Hz) 430 635 2002 301 581 1313 2024 613 850 1335 

Score (%) 0,67 0,66 0,66 0,66 0,65 0,64 0,63 0,63 0,63 0,63 

31 ~ 40 
Freq (Hz) 452 409 570 269 882 1367 796 872 1453 258 

Score (%) 0,62 0,62 0,62 0,62 0,62 0,61 0,61 0,61 0,61 0,61 

41 ~ 50 
Freq (Hz) 2131 732 1356 1378 1248 1324 236 2034 742 861 

Score (%) 0,61 0,60 0,60 0,60 0,60 0,60 0,60 0,60 0,59 0,59 

51 ~ 60 
Freq (Hz) 2045 1302 2142 322 624 559 1238 506 2099 947 

Score (%) 0,58 0,58 0,58 0,58 0,57 0,57 0,57 0,56 0,56 0,56 

61 ~ 70 
Freq (Hz) 1431 1195 721 936 226 462 247 807 344 290 

Score (%) 0,56 0,56 0,56 0,56 0,56 0,56 0,56 0,56 0,55 0,55 

71 ~ 80 
Freq (Hz) 602 549 1399 312 366 1012 1259 1141 1894 376 

Score (%) 0,55 0,55 0,55 0,55 0,55 0,54 0,54 0,54 0,54 0,53 

81 ~ 90 
Freq (Hz) 1981 839 1022 2056 667 893 516 355 2088 829 

Score (%) 0,53 0,53 0,52 0,52 0,52 0,52 0,52 0,51 0,51 0,51 

91 ~ 

100 

Freq (Hz) 1087 1970 398 1959 1464 1270 904 1905 1518 592 

Score (%) 0,51 0,51 0,51 0,51 0,50 0,50 0,50 0,50 0,50 0,49 

101 ~ 

110 

Freq (Hz) 527 1442 538 990 1216 915 2077 925 387 495 

Score (%) 0,49 0,49 0,49 0,49 0,48 0,48 0,47 0,47 0,47 0,46 

111 ~ 

120 

Freq (Hz) 204 43 2121 96 215 118 1507 1001 333 1173 

Score (%) 0,46 0,46 0,46 0,46 0,46 0,46 0,45 0,45 0,45 0,45 

121 ~ 

130 

Freq (Hz) 1421 1205 473 2067 968 107 2110 1991 2013 699 

Score (%) 0,44 0,44 0,44 0,44 0,44 0,43 0,43 0,43 0,43 0,42 

131 ~ 

140 

Freq (Hz) 484 1884 1119 1948 1044 1873 1528 161 1108 75 

Score (%) 0,42 0,42 0,42 0,42 0,42 0,41 0,41 0,41 0,41 0,41 
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141 ~ 

150 

Freq (Hz) 1841 32 193 1184 1152 1916 150 1937 1550 183 

Score (%) 0,40 0,40 0,40 0,40 0,40 0,40 0,40 0,40 0,40 0,39 

151 ~ 

160 

Freq (Hz) 1851 1055 1076 1033 1098 129 172 1130 979 1787 

Score (%) 0,39 0,39 0,39 0,39 0,39 0,39 0,39 0,39 0,39 0,38 

161 ~ 

170 

Freq (Hz) 86 139 1862 1593 1927 1485 1475 1701 958 1065 

Score (%) 0,38 0,38 0,38 0,38 0,38 0,37 0,37 0,37 0,37 0,37 

171 ~ 

180 

Freq (Hz) 1496 10 1722 21 64 53 1808 1162 1819 1539 

Score (%) 0,37 0,37 0,37 0,36 0,36 0,36 0,36 0,36 0,36 0,35 

181 ~ 

190 

Freq (Hz) 1571 1582 1636 1711 1604 1679 1776 1765 1614 1625 

Score (%) 0,35 0,34 0,33 0,33 0,33 0,33 0,33 0,32 0,32 0,32 

191 ~ 

200 

Freq (Hz) 1733 1561 1647 1744 1658 1754 1668 1798 1690 1830 

Score (%) 0,31 0,30 0,30 0,29 0,29 0,29 0,28 0,28 0,28 0,28 

 

Figure 15. Feature Importance Frequency Chart 

 

 

3.3. Deep Neural Network (DNN) 

To confirm the correctness of the selection of the frequency sequence, a test was carried out with 

a Deep Neural Network to compare the accuracy testing of the resulting model. 

3.3.1. Training Accuracy 

In the first results of the first experiment, namely 20 sequence data, and 20 dominant frequency 

data, it can be seen that by using 20 feature importance data, the accuracy is much higher, almost 2 

times. Likewise with the number of data 30, between the seq data and the dominant data, the difference 

is large and this difference is consistent until epoch 300 and there are no signs of a decrease in the 

difference. However, at the number of data 40, there is a phenomenon where at the beginning of training 

there is a difference but this difference is getting smaller, and finally, at epoch 270 both data already 

have the same accuracy. Furthermore, with the increasing number of 50 and 100 data, the training 

accuracy of both types of data has a relatively the same or close training accuracy value. 
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Figure 16. Training Accuracy Chart 

 

 

3.3.2. Testing Accuracy 

For accuracy testing, we conducted 8 trials to obtain more accurate data. From the results in 

Table 8, it can be seen that the results of each trial are not always the same. The input data for testing 

can be different because the data is randomly selected from the existing dataset. 

 

Figure 17. Testing Accuracy Chart 

 

As seen in Figure 17, where there is a graph of accuracy test results, The smallest accuracy was 

obtained when using 20 sequence frequency datasets of 13.66%. The next results on the 30,40,50, and 

100-frequency datasets are getting bigger, and it can be seen that the more datasets there are, the greater 

the accuracy obtained. For the accuracy results of 20 dominant frequency datasets, the results were 

42.24%, this result is much greater than the same amount of data for 20 sequential frequency datasets, 

even though this result is greater than 100 sequential datasets which only have an accuracy of 37.27%. 

Different results occurred in the accuracy of 50 dominant frequency datasets which only showed results 

of 42.86% smaller than the results of 40 datasets which had an accuracy of 49.07%. The accuracy of 

100 datasets reached 56.52%, the highest accuracy obtained, even greater than the accuracy of 200 

datasets which was 51.55%. 
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Figure 18. Testing Accuracy Chart 2 

 

Figure 18 shows the results of the second test, it can be seen that the accuracy testing results of the 

20 sequential frequency dataset increased to 16.15% but this result is still lower than the accuracy of the 

20 dominant frequency dataset which reached 39.75%. The highest increase was in the accuracy of the 

100 sequential frequency dataset reaching 44.1% but still below the results of the accuracy of the 100 

dominant frequency dataset of 47.83%. Overall, the second test still proves that dominant frequencies 

produce higher accuracy testing. 

 

Figure 19. Testing Accuracy Chart 3 

 

Figure 19 shows the third test; the chart showed no significant changes in the accuracy results of 

the 20 and 30-frequency sequence datasets compared to the previous test; a decrease in value occurred 

in the accuracy of the 40-frequency sequence dataset to 18.63% from the previous result which reached 

16.09%. If, in the last test, the accuracy of the 100 frequency sequence dataset was higher than the 

accuracy of the 20 dominant frequency dataset, this test showed the opposite where the accuracy of the 

20 dominant frequency dataset had a higher value. The test results on other datasets showed nominal or 

relatively the same values as the previous test. 

https://jutif.if.unsoed.ac.id/
https://doi.org/10.52436/1.jutif.2025.6.2.2708


Jurnal Teknik Informatika (JUTIF) 
P-ISSN: 2723-3863 

E-ISSN: 2723-3871 

Vol. 6, No.2, April 2025, Page. 871-890 

https://jutif.if.unsoed.ac.id 

DOI: https://doi.org/10.52436/1.jutif.2025.6.2.2708 

885 

 

 

 

 

Figure 20. Testing Accuracy Chart 

 

There are not many significant changes in this fourth test, as shown in Figure 20; there is only an 

increase in 2 datasets, namely the accuracy of the 100 frequency sequence dataset and the accuracy of 

the 100 dominant frequency dataset. The accuracy value of the 100-frequency sequence dataset reaches 

42.24%, and the accuracy of the 100 dominant frequency dataset reaches 52.8%; this value is the highest 

accuracy value, exceeding the accuracy value of the dataset of all frequencies (200 frequencies). 

From all the charts, the figure shows that the results of each trial are slightly different but not 

significant. Overall, it can still be seen that using the dominant frequency will get a higher accuracy test. 

Table 8 displays the details of the data obtained from the results of the accuracy test of 8 trials. 

 

Table 8. Testing Accuracy Result 

Dataset Acc 1 Acc 2 Acc 3  Acc 4 Acc 5  Acc 6 Acc 7 Acc 8  Average 

20 Seq 13,66 16,15 17,39  16,15 18,63  19,25 13,66 16,77  16,46 

30 Seq 17,39 15,53 13,66  19,29 19,88  15,53 26,09 19,25  18,33 

40 Seq 19,88 26,09 18,63  20,5 25,47  21,12 25,47 22,98  22,52 

50 Seq 26,09 31,06 36,02  28,57 31,68  29,81 27,33 24,84  29,43 

100 Seq 37,27 44,1 36,65  42,24 40,99  41,61 39,75 40,37  40,37 

20 Best 42,24 39,75 39,13  39,75 39,13  39,13 37,27 48,45  40,61 

30 Best 45,34 34,78 39,75  40,37 45,34  39,13 37,27 44,1  40,76 

40 Best 49,07 41,61 41,61  40,37 40,99  37,27 45,96 43,48  42,55 

50 Best 42,86 40,37 47,83  43,48 44,72  45,34 43,48 42,24  43,79 

100 Best 56,52 47,83 50,93  52,8 50,31  55,28 49,07 54,66  52,18 

All Data 51,55 53,42 53,42  50,31 50,93  49,07 54,66 52,8  52,02 

Testing Accuracy 

60.00 52.18  52.02 
40.37  40.61  40.76  42.55  43.79 

40.00 29.43 

16.46  18.33  22.52 
20.00 

0.00 

20 Seq 30 Seq 40 Seq 50 Seq  100  20 Best 30 Best 40 Best 50 Best  100 All 
Seq Best Data 

Figure 21. Summary Testing Accuracy Chart 
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Figure 21 shows a bar graph of the average accuracy testing value of various types and numbers 

of datasets. The lowest accuracy testing is 16.46%, obtained from a dataset of 20 frequencies in order 

from the smallest 10Hz to 215Hz. Meanwhile, the accuracy testing value of the 20-frequency dataset 

selected based on the Feature Importance of the Random Forest Classifier can produce an accuracy of 

40.61%. For the 100-frequency dataset, the accuracy testing is 40.37%, while the 100-dominant 

frequency dataset can produce an accuracy testing of 52.18%. The figure is slightly larger than the 

accuracy testing of the entire dataset (200 Frequencies), which is 52.02%. 

3.3.3. Model File Size 

The second objective of this study is to reduce the use of computer resources. The desired result 

is how much the file size decreases in relation to the reduction in the number of datasets when we only 

take certain frequencies. Table 9 shows the data on the size of the file model generated in the Deep 

Neural Network for each type of dataset. And also compared to the number of datasets themselves. The 

reference value of 100% is for the number of data 200 frequencies from 10Hz to 2153Hz and the file 

size for the model with that dataset. From the table, the size of the file model for 200 data is 997Kb. 

Then, if we look at the 100 Frequency dataset (50%), it will produce a file of 290Kb (28%), which 

means that the decrease in file size is greater than the decrease in the number of datasets. The decrease 

is clearly visible in Figure 19, which displays the decrease in the form of a bar graph. 

 

Table 9. Model File Size 

 

No 

 

Model File Name 

Qty 

Data 

Percent 

Qty Data 

 

Type Data 

File Size 

(Kb) 

Percent File 

Size 

1 model_all_200_2048_500.h5 200 100,0% Sequence 997 100,0% 

 

2 

model_f100a_200_2048_500. 

h5 

 

100 

 

50,0% 

 

Sequence 

 

280 

 

28,1% 

 

3 

model_f50a_200_2048_500.h 

5 

 

50 

 

25,0% 

 

Sequence 

 

97 

 

9,7% 

 

4 

model_f40a_200_2048_500.h 

5 

 

40 

 

20,0% 

 

Sequence 

 

75 

 

7,5% 

 

5 

model_f30a_200_2048_500.h 

5 

 

30 

 

15,0% 

 

Sequence 

 

58 

 

5,8% 

 

6 

model_f20a_200_2048_500.h 

5 

 

20 

 

10,0% 

 

Sequence 

 

45 

 

4,5% 

 

7 

model_f100x_200_2048_500. 

h5 

 

100 

 

50,0% 

Best 

Frequency 

 

280 

 

28,1% 

 

8 

model_f50x_200_2048_500.h 

5 

 

50 

 

25,0% 

Best 

Frequency 

 

97 

 

9,7% 

 

9 

model_f40x_200_2048_500.h 

5 

 

40 

 

20,0% 

Best 

Frequency 

 

75 

 

7,5% 

 

10 

model_f30x_200_2048_500.h 

5 

 

30 

 

15,0% 

Best 

Frequency 

 

58 

 

5,8% 

 

11 

model_f20x_200_2048_500.h 

5 

 

20 

 

10,0% 

Best 

Frequency 

 

45 

 

4,5% 
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Figure 19. File Size Chart 

Percent Accuracy Degradation between all data(200) compare to 100 Data: 

(52.18 – 52.02) / 52.18 = 0.16 / 52.18 = 0.3% 

Percent File Size Reduction between all data(200) compare to 100 Data : 

(997 – 280) / 997 = 717 / 997 = 71,9 % 

4. DISCUSSIONS 

This research has highlighted the significant advantages of using dominant frequencies in 

developing and testing machine learning models. For initial training accuracy, there appears to be no 

significant difference for larger data sets. Although there is a similarity in training accuracy values for 

large datasets, the results for test accuracy show a significant difference, where it is seen that the use of 

dominant frequencies can get higher results. One of the main findings is that for the same number of 

datasets, the use of dominant frequencies by the feature importance method of the random forest 

classifier can produce a substantial increase in testing accuracy compared to using the full frequency 

spectrum. This suggests that not all frequencies contribute equally to the predictive power of the model 

and that removing less relevant frequencies can improve the model's ability to produce better testing 

accuracy. 

Furthermore, this approach also results in the creation of more efficient model files in terms of 

size. The ability to produce smaller model files without sacrificing testing accuracy, and in some cases 

even increasing it, is an important advantage, especially in environments where computing resources or 

storage capacity are limited. By reducing model complexity while maintaining its effectiveness, this 

method achieves a balance between performance and resource utilization. This is evident in this research 

when dominant frequencies are used, even with only half of the total data available, the test accuracy 

can slightly exceed that obtained when using all frequencies ranging from 10 to 2153 Hz. This finding 

underscores the power of frequency selection, as it allows the model to focus on the most informative 

aspects of the data, leading to better performance even with reduced input data. Overall, these findings 

support the idea that frequency selection in Javanese language identification can not only improve the 

efficiency and accuracy of machine learning models but also offer practical benefits in terms of model 

size and resource management. This approach can be particularly useful in scenarios where 

computational overhead needs to be minimized, providing a path to more efficient and effective model 

development. 

Precent Qty Data Percent File Size 

30 40 50 100 

0.0% 

5.8% 7.5% 
15.0% 

9.7% 20.0% 
20.0% 

25.0% 

100.0% 

80.0% 

60.0% 50.0% 

40.0% 28.1% 

File Size Chart 
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5. CONCLUSION 

This research has highlighted the significant advantages of using selected frequencies in 

developing and testing machine learning models. For initial training accuracy, there appears to be no 

significant difference for larger data sets. Although there is a similarity in training accuracy values for 

large datasets, the results for test accuracy show a significant difference, where it is seen that the use of 

selected frequencies can get higher results. One of the main findings is that for the same number of 

datasets, the use of frequencies selected by the feature importance method of the random forest classifier 

can produce a substantial increase in testing accuracy compared to using the full frequency spectrum. 

This suggests that not all frequencies contribute equally to the predictive power of the model and that 

removing less relevant frequencies can improve the model's ability to produce better testing accuracy. 

Furthermore, this approach also results in the creation of more efficient model files in terms of 

size. The ability to produce smaller model files without sacrificing testing accuracy, and in some cases 

even increasing it, is an important advantage, especially in environments where computing resources or 

storage capacity are limited. By reducing model complexity while maintaining its effectiveness, this 

method achieves a balance between performance and resource utilization. This is evident in this research 

when selected frequencies are used, even with only half of the total data available, the test accuracy can 

slightly exceed that obtained when using all frequencies ranging from 10 to 2153 Hz. This finding 

underscores the power of frequency selection, as it allows the model to focus on the most informative 

aspects of the data, leading to better performance even with reduced input data. 

In this research, we searched for the most dominant frequencies in several Javanese speech 

samples, with a focus on finding the most effective way to recognize Javanese and reduce the magnitude 

of the Javanese language recognition process. This study successfully identified dominant frequencies 

in Javanese vocal phonemes using a combination of Fast Fourier Transform (FFT) and Random Forest 

classification. The effectiveness of using dominant frequencies is seen when measuring Accuracy 

Testing using Deep Neural Network. when we use 100 (50%) of selected frequency data, we can get the 

same accuracy or even more than using 200 frequency data. Effectiveness is also seen in the size of the 

model file, the file size can be reduced by 71.9%. This approach can be particularly useful in scenarios 

where computational overhead needs to be minimized, providing a path to more efficient and effective 

model development. 
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