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Abstract  
 

This research uses an ensemble model and neural network method that combines several machine learning 

algorithms used in the prediction of stunting and nutritional status children in Purbaratu Tasikmalaya.  This 

ensemble method is complemented by a combination of the prediction results of several algorithms used to 

improve accuracy. The data used is anthropometry-based calculations of 195 toddlers with 39% of related 

stunting from 501 total data in Purbaratu Tasikmalaya City; high rates of stunting this research urgent to make 

a stable model for prediction. The results of this study are significant as they provide a more accurate and 

efficient method for predicting stunting and nutritional status in children, which can be crucial for early 

intervention and prevention strategies in public health and nutrition. The best accuracy value for some of these 

categories is 98, 21% for the Weight/Age category with the xGBoost algorithm, 97.7% of the best accuracy 

results with the Random Forest and Decision Tree algorithms for the Height/Age category, the Weight/Height 

category with the best accuracy of 97.4% for the Random Forest and xGBoost algorithms, and the use of neural 

network models resulted in an accuracy of 99.19% for Weight/Age and Height/Age while for Weight/Height 

resulted in an accuracy of 91.94%.. 
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1. INTRODUCTION  

Stunting is one of the global health problems, 

especially in developing countries including 

Indonesia. The Indonesian Nutrition Status conducted 

by the Ministry of Health in 2022 indicated that 

stunted toddlers in Indonesia were around 21.6% of 

the total 30.73 million toddlers [1],[2].  

Stunting can occur in children who experience 

chronic malnutrition, especially at the age of 0-23 

months [3]. Stunting is influenced by various things, 

namely poor nutrition of pregnant women, nutrition in 

infants, family economic factors, and the environment. 

[4]. The impact of stunting can affect adulthood such 

as lowering IQ, reducing work productivity, and 

increasing the risk of chronic diseases.  

Public Health Center is a primary health facility 

that has an important role in preventing and 

overcoming stunting in children. Public Health Center 

can conduct early detection of stunting in children 

through anthropometric examinations and provide 

appropriate nutritional interventions. According to the 

toddler weighing report in February 2023 at the 

Purbaratu Health Center, data collection was 

conducted on 195 toddlers related to stunting from 

501 or 39% of total data at this place. 

Parents have to bring their children directly to the 

posyandu or Public Health Center to find out whether 

the child is stunted or not because the Public Health 

Center do not provide facilities for parents to diagnose 

stunting independently. Parents must be aware of the 

importance of early detection of stunting and pay 

attention to their child's growth [5]. Longitudinal 

studies in research by Hubbard, in this study uses 

machine learning to identify the most influential 

factors and estimate the impact on the population of 

these factors, beside that research with implementation 

information system that application web-based for 

stunting detection for Purbaratu Public Health Center. 

The system would be complemented with machine 

learning and neural network models to improve the 

information system to detect stunting with data 

collected. 

Based on this study using the ensembled 

algorithm method, especially the use of machine 

learning algorithms. This method is a combination and 

process of classifying new data by voting or taking 

value evaluations from several algorithms to make 

predictions. In this method, voting classification is 

used for meta-classification and combining predictions 

from various machine-learning algorithms and semi-

supervised learning[6]. The other research conducted 
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by [7] Conclude that the used ensemble random forest 

has zero impact, adding more features that do not give 

overfitting results, but the built model can identify 

underweight, obese, and other risk nutrition.  

A study conducted by [8] to build an information 

system used an artificial neural network for the 

prediction of stunting with anthropometric data.. The 

results of the study represent the use of several 

algorithms such as random forest, support vector 

machine, decision tree, logistic regression, and the use 

of gradient boosting shows the highest level of 

accuracy with a value of 68.47%, this value is based 

on an assessment of the parameters of parenting 

characteristics, nutrition and the environment, besides 

research related to the use of several machine learning 

models in research on malnutrition prediction in 

Bangladesh explaining that the application of machine 

learning models can be an option to predict the risk of 

malnutrition more accurately, in addition to the ability 

to use ordinary clinical tools, risk prediction can use 

several models combined, namely, Linear Discriminat 

Analysis (LDA), k-Neare, and k-Nears, in this study 

complemented predict with neural network related to 

research that the research aims to identify children 

who are stunted, underweight, or wasting based on 

trained data, and the neural network technique yields 

the greatest results, with an accuracy of around 86.0%, 

70.0% and 67.30%, in that order, with waste. Based 

on training and test validation, research indicates that 

using deep learning with neural networks compared 

with ensembled achieved higher accuracy than 

random forest model without stacking and 

combination, related to that research conducted by [9] 

that combined ensemble Support Vector Machine 

(SVM), Gradient Boosting (GB) and Extreme 

Gradient Boosting (XGB) achieved properly training 

and testing validation accuracy that indicated not 

overfitting and underfitting. Model for prediction 

ensemble conducted by [10][11]  implemented 

machine learning algorithms that include deep 

learning algorithm Artificial Neural Networks (ANN) 

developed with valuable steps help to prevent 

overfitting and underfitting properly stable imbalance 

target variable for suitable validation. 

2. RESEARCH METHOD 

The method used is an ensemble model to combine 

several algorithms to predict a case, especially here 

related to early detection of stunting.  Ensemble itself 

is one of the techniques used based on different 

algorithms with a combination of several models of 

these algorithms to make a prediction. [12].  

 

Fig. 1. Research Method Stages 

2.1 Problem Identification 

The problem is the prevalence of stunting among 

children in Purbaratu Tasikmalaya. Stunting is a 

significant health issue that affects children's growth 

and development. The objective is to develop a 

reliable method for early detection of stunting using 

machine learning and neural network models. This 

involves predicting stunting based on anthropometric 

data, which will help in taking timely actions to 

prevent it. 

2.2 Literature Review 

Machine learning has emerged as a tool in 

healthcare for predicting various health conditions and 

diseases. Its ability to analyze datasets and uncover 

hidden patterns makes it ideal for early detection and 

intervention strategies. Several    algorithms can do it, 

like ensemble learning and neural network. 

Decision Tree 

 A machine learning model for decision-making is 

to be used in an expert system or ensemble mode. This 

method creates a decision tree consisting of several 

branches, each branch representing a decision result or 

recommendation. This algorithm provides accurate 

accuracy for prediction consistency in a model 

[13].This algorithm can certainly be utilized to rank 

predictors that have different patterns from various 

data groups for data identification. 

 There are several steps to form a classification 

tree, one of which is:.Splitting the predictor space by 

adjusting the possible values for X1, X2, ... with the 

following equation: 

 E = 1 - maxk [ pmk ]   (1) 

 On observations belonging to region Rj the same 

prediction is made and is the value of the observation 

at √p. 

Random Forest 

Supervised algorithm in Random Forest used for 

classification, regression or dimension reduction [14]. 

Random Forest performs feature selection to select the 

most important features.  

This algorithm calculates entropy which is able to 

determine information gain or information gain with 

the equation: 

Entropy (Y) = −∑ p (c|Y) i log2 p (c|Y)        

 (2) 

Information Gain is calculated based on Y and 

p(C|Y) with the following equation: 

Information Gain (Y,α )=Entropy(Y)−∑|Yv|  (3) 

Gradient Boosting 

The gradient Boosting algorithm applies equal weights 

to all observations and sequentially builds classifiers 

based on re-weighting the observations. 
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In gradient boosting, the weights are updated from 

the negative gradient of the error between the original 

data and the prediction or loss function, gradient 

boosting can be combined with other algorithms such 

as decision trees, or linear models such as regression, 

one of the gradient boosting that can be used is 

Extreme Gradient Boosting combined with a decision 

tree or xgbTree.This framework has better control to 

overcome overfitting,. 

Here is the equation for calculating training loss and 

regularization: 

𝑜(𝜃) = 𝐿(𝜃) + Ω(𝜃)  (4) 

The training loss function used in predictive models is 

related to the accumulated mean square error. 

(𝜃) = ∑(𝒴𝑖 − �̂� 𝑖) 2  (5) 

Support Vector Machine (SVM) 

This algorithm is a supervised learning method 

or learning system with the use of various linear 

functions on a feature with the use of high dimensions, 

this algorithm applies bias to perform an optimization 

in accordance with the theory of statistical 

learning[15].  

This algorithm focuses on separating the space for 

specific feature variables so that the target variable 

becomes more objective or clearer. It aims to provide 

vector visualization with lower dimensions so as to 

provide good prediction performance. [16]. Here is the 

equation of this algorithm to calculate the kernel basis: 

exp ( -𝒴 x| u – v|2)    (6)  

In this equation, γ = 1/d, where d is the predictor 

variable in the data. This algorithm can be used in 

linear or non-linear problems with linear functions 

such as the following: 

𝑓(𝑥) = 𝑤. 𝑥𝑖 + 𝑏   (7) 

In this algorithm, w is identified as a weight vector as 

in the following equation: 

𝑏 = − 1. 2 ( . 𝑥+ + 𝑤. 𝑥−)  (8) 

The above equation is equipped with a positive 

class identified as x+, which is a positive class support 

vector and x-, which is included in the negative class 

support vector, that in this algorithm, there is a 

function for data classification with the following 

equation: 

f (x) = ∑ αi yiK (x,xi) + b   (9) 

This SVM algorithm aims to perform hyperplane 

separation or n-dimensional space that separates 

positive data from negative data. 

Neural Network 

The neural network model is a computational 

system inspired by the workings of the human 

brain.Here is an overview of the main components and 

how neural networks work. Neurons (Nodes) are the 

fundamental units of a neural network, similar to 

neurons in the brain. Each neuron receives input, 

processes it, and produces output. 

 

Fig.1. Input Output Neural Network 

The way it works is that starting at this 

initialization stage, weights and biases are initialized 

randomly to provide a starting point for the neural 

network in the learning process. Next, the input data is 

passed through the network from the input layer to the 

output layer. 

Each neuron in the layer receives the input, 

multiplies the input by its weight, adds a bias, and 

applies an activation function. This process produces 

an output to be the basis for further calculations. The 

difference between the resulting output and the target 

value is calculated using a specific loss function.  For 

example, Mean Squared Error is used for regression, 

while Cross-Entropy is usually for classification. 

2.3  Data Collection 

This research discusses early detection of 

stunting in the Purbaratu sub-district area based on 

data collection from 6 villages and 195 toddlers who 

have been recorded. 
Table 1. Dataset Feature 

Feature Category 

Gender Male 

Female 

Age 0-4 Year 

Birth Weight 1-4 kg 

Birth Height 0-70 cm 

Measurement Weight 5-9,9 kg 

Measurement Height 46-97,3 cm 

BB/U Normal Weight 

Adequate 

Low 

TB/U Short 

Very Short 

BB/TB Good Nutrition 

Obesity 

Risk Over Nutrition 

Data collection for stunting is based on 

anthropometric measurements from WHO which 

are based on anthropometric measurements. These 

measurements are also used to check the 

nutritional status of toddlers. 

2.4 Data Preprocessing 

Prepare the collected data for modeling. There 

are several steps one of steps is handling missing 

values for Address any gaps in the dataset to ensure 

completeness. Missing values were imputed using the 

mean value for numerical features or the most 

frequent value for categorical features. For example, if 

the 'birth weight' feature had missing values, they 

were replaced with the mean birth weight of the 

X y =mx+c 

mx+c 
Y 
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dataset. Other steps encoding categorical data to 

change the 'gender' feature, which is categorical, was 

converted to numerical labels. For instance, 'male' was 

encoded as 0 and 'female' as 1, and the next splitting 

data was to create separate datasets for training the 

model and testing its performance. The dataset was 

divided into training (80%) and testing (20%) sets to 

evaluate the model on unseen data. This helps in 

assessing the generalizability of the model. 

2.5  Model Selection and Training 

These models are trained on the training dataset to 

learn patterns that distinguish stunted children from 

non-stunted ones. The study employs both ensemble 

models and a neural network. Ensemble model 

includes Decision Tree, Random Forest, Gradient 

Boosting (xGBoost), Support Vector Machine (SVM), 

and Neural Network using A multi-layer perceptron 

(MLP) with two hidden layers, softmax activation 

function, Adam optimizer, and categorical cross-

entropy loss function. The model selection and 

training process involves appropriate algorithms, 

training on the preprocessed data, tuning 

hyperparameters, and evaluating their performance. 

Ensemble methods like Random Forest and Gradient 

Boosting, along with a neural network model, were 

employed to predict stunting status in children. Each 

model was trained and optimized to ensure high 

accuracy and reliability in predicting stunting, 

ultimately aiding early detection and intervention 

efforts. 

2.6 Performance Evaluation  

The methods used for evaluation of the 

ensemble model used from the algorithm are 

precision, recall, and F-score. Here is the equation 

for the three as follows: 

     

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (10) 

The method used for performance evaluation is 

the confusion matrix, which is used to identify the 

distribution of true and false predictions for 

adjustment of the two classes, namely the positive 

class and the negative class and is useful for the 

distribution of predictions represented in True 

Positive (TP) which refers to the number of actually 

positive data that has been correctly predicted by the 

model, True Negative (TN) based on the number of 

samples or data that are actually negative that the 

model has correctly predicted[17][18], False 

Positives (FP) based on data or the number of 

samples that are actually negative but have been 

incorrectly predicted as positive by the model, then 

False Negative (FN) based on the number of data or 

samples that are actually positive but incorrectly 

predicted as negative by the model. 

The performance evaluation matrix extracted by 

the confusion matrix includes precision, recall, and F-

Score, which is used to measure the overall 

performance of a model classifier [19]. In this study, 

the confusion matrix used uses 0 to 4 class 

dimensions, which will be extracted to calculate 

precision, and F1-Score, which has been accumulated 

for precision and recall. 

In the performance evaluation matrix, the confusion 

matrix performance is equipped with visualization to 

facilitate interpretation in identifying prediction 

accuracy and reducing the risk of misinterpretation 

and interpretation of the results for a case to be used, 

in getting optimal results from the dataset owned and 

when tuning or adjusting the classification process, 

cross-validation is used to test the model used with 

each of the validation tests that produce evaluation 

metrics that can be used to evaluate the overall 

performance of the model in this confusion matrix 

[20]. 

3. RESULT AND DISCUSSION 

This data has 3 (three) categories based on 

anthropometric data that adjust to the z-score value as 

a reference for predicting stunting in children and 

toddlers, The anthropometry was conducted for 195 

toddlers in the Purbaratu Tasikmalaya area regarding 

stunting detection.  

 

3.1 Implementation of  Weight/Age Category 

Model 

The results of implementing the classifier for 

several ensemble machine learning algorithms and 

Neural Network Model for BB/U for the data are as 

follows:  
Table 2. Dataset Feature 

No X1 X2 X3 X4 X5 X6 X7 Y1 

1.  0 3 4.83 50 11.9 96 -3 1 

2.  1 3.5 4.5 50 12.4 95.7 -2.64 1 

3.  1 2.9 1.25 50 6.8 70 -3.74 2 

4.  1 2.8 3.41 49 10.9 89 -2.73 1 

5.  1 3 4.67 50 12.2 97 -2.88 1 

6.  1 3 1.25 50 7 71 -3.48 2 

7.  1 3.1 0.75 49 6.8 66.5 -2.47 1 

8.  1 3.2 3.25 50 10.4 89.6 -2.95 1 

9.  1 2.6 1.91 48 8.8 80 -2.76 1 

..         

195 0 3 2.16 49 9 80 -2.41 1 

 
 In the data table 2 from dataset, the target for 

prediction (y) is adjusted or preprocessed by encoding 

into values 0 to 2 for the results of nutritional status 

detection, respectively normal weight, less, and very 

less. The data is divided into 80:20 for split training 

data and test data with random state 42 times to 

increase prediction accuracy. The training data is then 

subjected to data scaling implementation with 

standarscaller to normalize the data so as not to 

produce a large standard deviation. 
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The following neural network model architecture 

complements the prediction process with an ensemble 

process using 2 hidden layers, the Softmax activation 

function for the output and the use of Adam 

optimization. 

 
Table 3. Neural Network Model Architecture 

No 
Hidden 

Layer 

Activation 

Output 
Optimation 

Loss Function 

1 
2  

(32, 64) 
Softmax Adam 

 

Categorical Entropy 

 

 

Performance evaluation on the algorithms used 

using confusion matrix for classification problems, the 

following are the results for the Decision Tree 

algorithm, Random Forest, Support Vector Machine, 

Extreme Gradient Boosting (xGBoost) for each 

algorithm containing 3 (three) classes that have been 

adjusted to the categories of normal weight, less, and 

very less, the following image for the matrix: 

 

 

Fig. 2. Decision Tree 

 

In Fig. 2. The Decision Tree model achieved perfect 

classification .This means that every instance was 

correctly classified, with no false positives or false 

negatives. 

 

 
Fig. 3. Random Forest 

 The Random Forest model shows high 

predictive power with an accuracy of 97.20% 

based in Fig.3.. It correctly classified almost all 

instances, with only a single false positive and 

three false negatives. 

 

 
 

Fig. 4. SVM 

The SVM model had moderate predictive 

capabilities with an accuracy of 84% based in Fig. 4. 

There were more misclassifications compared to other 

models. 

 

 
 

Fig 5.  xGBoost 

 

The xGBoost model performed very well and was 

properly accurate. It had zero false positives and only 

four false negatives, indicating strong classification 

performance. 

 
Table 4. Evaluation Performance Ensemble 

No Jenis TP TN FP FN Akurasi 

(%) 

1.  DT 7 28 0 0 100 

2.  RF 7 28 0 1 97,20 

3.  SVM 4 28 3 4 84 

4.  xGB 7 28 0 1 98,21 
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Table 5. Neural Network Performance BB/U 

    No 
Activation 

Output 

Optimation 
Iteration 

Accuracy 

(%) 

1 Softmax 

 

Adam 15 95,97 

 

96,80 

 

2 Softmax Adam 30 99,19 96,80 

 

Evaluation of the performance of the model 

using Neural Network on datasets with a simple level 

of complexity produces high accuracy, namely with an 

epoch or iteration of 30 has reached an accuracy of 

99.19% with a validation accuracy of 96.80, stable 

model performance is at an epoch with a number of 

15, which produces accuracy and validation accuracy 

according to 95.97% and 96.8%. 

 

3.2 Implementation of Heigh/Age Category Model 

 The data for the implementation of the ensemble 

model uses data entries related to height based on age 

in the following Table 2. In the data Table 2 above, 

the x variable will be used as an independent variable 

for the prediction of y, which includes the age of the 

toddler, weight, height at birth and at the time of 

measurement, and the z-score results based on the 

World Health Organization (WHO) standard values, in 

addition to the y2 prediction target, data scaling is 

carried out to 0 to 1 for short and very short 

categories. 

Based on the results of existing data on child 

nutritional status data collection in the Purbaratu sub-

district of Tasikmalaya. Performance on predictions 

for the TB / U category on anthropometric data using 

a confusion matrix that calculates accuracy and F1-

score based on the results in the matrix elements 

related to the correct and incorrect predictions for 

several algorithms used. 

 

 
Fig. 6. Decision Tree 

  

The Decision Tree model in this instance Fig. 6. 

achieved an accuracy of 97.37%. It correctly 

classified most instances, with a few 

misclassifications. 

 

 
Fig. 7. Random Forest 

 The Random Forest model demonstrated strong 

predictive power with an accuracy properly. It 

correctly classified nearly all instances, with only 

zero false positives and single false negatives. 

 
Fig. 8. SVM 

 

The SVM model achieved an accuracy properly. It 

had a significant number of misclassifications 

compared to other models, with zero false positives 

and four false negatives. 

 

 
Fig. 9.  XGBoost 

 

The XGB model achieved perfect accuracy 

based in Fig.9.. It had a significant number of 
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misclassifications compared to other models, with 

zero false positives and single false negatives. 

 
Table 6. Performance Ensemble Model TB/U 

No Jenis TP TN FP FN Accuracy 

(%) 

1.  DT 33 5 0 1 97,70 

2.  RF 33 5 0 1 97,70 

3.  SVM 33 2 0 4 87,50 

4.  XGB 33 5 0 1 97,50 

 
Table 7 Performance Neural Network TB/U 

No 
Activation 

Output 

 

Optimation 
Iteration 

Accuracy 

(%) 

1 Softmax 
 

Adam 
15 94,35 

2 Softmax 
Adam 

30 99,19 

 

 The prediction results using several algorithms 

indicate that the performance of the Decision Tree, 

Random Forest, and Extreme Gradient Boosting 

algorithms produce equally good performance for 

prediction related to TB/U anthropometric data with 

accuracy and F1- Score as in table 7 above. Neural 

network model resulted from suitable accuracy from 

15 iterations with 94,35% and 96,8% validation 

accuracy. The activation output used is softmax, and  

optimation the model used by Adam. 

 

 

3.3 Implementation of the Weight/Height Category 

Algorithm 

 The last implementation in this research is 

related to the weight category based on height for 

anthropometric data in Purbaratu District. The 

following is the data for BB / TB, which is used to 

apply several ensemble algorithms to predict stunting 

detection and neural network model architecture. 

 The target is first normalized to a value of 0 to 4 

for the categories of malnutrition, less, good, obesity, 

and risk of overnutrition. The implementation of the 

ensemble algorithm will be used to predict nutritional 

status based on the BMI status in the data. The 

algorithm's performance in predicting nutritional 

status is based on BB / TB data after going through the 

learning process with training data and test data using 

several combined categories of machine learning 

algorithms. 

 Data that has gone through the learning with the 

algorithm model is used to calculate accuracy and F1-

Score to identify the balance of positive and negative 

classes in the suitability of target predictions. The 

following is a performance evaluation based on the 

elements in the confusion matrix as the basis for 

calculating accuracy and F1-Score. 

 

 
 

Fig. 10. Decision Tree 

 

The accuracy of the Decision Tree in Fig. 10. 

model is properly good. This indicates that the 

model has a good balance between TP and TN, 

although there are a few errors (FP and FN). 

 

 
Fig. 11. Random Forest 

 

The accuracy of the Random Forest model is 

97.40% based in Fig.11. This model shows 

excellent performance with only one error (FP) 

and no FN. 

 

 
 

Fig. 12. XGBoost 
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The accuracy of the XGBoost model is 97.40%, 

the same as that of Random Forest. This model also 

shows excellent performance with only one error FP 

and no FN. 

 

 
 

Fig. 13. SVM 

 

The accuracy of the SVM model is 89.50%. This 

model has more errors (FP and FN) based in Fig.13. 

compared to the other models, indicating lower 

performance in correctly classifying compared to 

Decision Tree, Random Forest, and XGBoost. 

 
Table 8. Performance Model Evaluation 

No Jenis TP TN FP FN Akurasi 

(%) 

1.  DT 4 32 1 1 94,70 

2.  RF 5 32 1 0 97,40 

3.  SVM 2 32 4 0 89,50 

4.  XGB 5 32 1 0 97,40 

 
Table 9. Model Performance Neural Network Weight/Height  

 

No 
Activation 

Output 

 

Optimation Iteration 
Accuracy 

(%) 

Accuracy 

Validation 

(%) 

1 Softmax 

 

Adam 15 90,32 

 

96,8 

 

2 Softmax 
Adam 

30 91,94 96,8 

 

Based on this data in Table 8, the Random Forest 

and XGBoost models have the same performance both 

for accuracy and F1-Score with both values being 

97.4% and 90.9%. The calculation of F1-Score is 

influenced by the calculation of recall and precision, 

in addition to the value of the Decision Tree model 

also produces a fairly high level of accuracy and F1-

Score value to identify the balance of target value 

predictions with an accuracy percentage of 94.7%.  

Still, for F1-Score this model only reaches 77.1% 

in its prediction suitability, and the performance of the 

neural network model used for the TB / U category 

with 15 and 30 iterations produces a fairly stable 

accuracy of 90.32% and 91.94% in accuracy training 

and more high accuracy on validation accuracy of 2 

scenario validation with 15 and 30 iteration resulted 

from 96, 8%.. 

Table 9 provides an overview of the performance 

metrics for a neural network model focusing on 

weight and height data. It compares two 

configurations of the model across several parameters 

including the type of activation output, the 

optimization algorithm used, the number of iterations, 

and the resulting accuracy percentages for both the 

test and validation datasets. Both configurations 

employ the Softmax activation function and utilize the 

Adam optimization algorithm, differing primarily in 

the number of iterations they are run for—15 and 30, 

respectively. The first configuration, with 15 

iterations, achieves a test accuracy of 90.32% and a 

validation accuracy of 96.8%. On increasing the 

iteration count to 30 in the second configuration, 

there's a minor improvement in test accuracy to 

91.94%, while the validation accuracy remains 

unchanged at 96.8%. This table succinctly 

demonstrates the impact of iteration count on the 

model's ability to accurately predict outcomes based 

on weight and height data, showing a direct 

correlation between increased iterations and improved 

test accuracy, without affecting the validation 

accuracy. 

4. DISCUSSION 

The methodology demonstrates the strength of 

combining multiple machine learning and including 

neural network algorithms to improve prediction 

accuracy. The ensemble method and neural network's 

success in this study reflect their capability to handle 

complex, multifactorial issues like stunting, which 

involves various anthropometric and nutritional 

variables. By integrating different algorithms, the 

model compensates for individual weaknesses and 

leverages their strengths, leading to more reliable and 

accurate predictions. 

Comparing the results with similar studies, it is 

evident that ensemble machine learning models 

consistently show high accuracy and performance in 

predicting stunting. For example, Bitew et al. utilized 

machine learning algorithms to predict undernutrition 

among under-five children in Ethiopia, achieving 

significant predictive performance with their models . 

Similarly, demonstrated the effectiveness of machine 

learning classifiers in classifying stunting among 

under-five children in Zambia . 

Furthermore, the study on childhood stunting in 

Bangladesh highlighted the importance of model and 

variable selection in achieving high prediction 

accuracy. They found that combining multiple 

machine learning methods, including Linear 

Discriminant Analysis (LDA) and k-Nearest 

Neighbors (k-NN), resulted in more accurate 

predictions . In another related study, 
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Kusumaningrum[21] benchmarked multi-class 

algorithms for classifying documents related to 

stunting, further emphasizing the robustness of 

ensemble approaches in handling such tasks . 

The research on Ensemble Machine Learning 

and Neural Network Stunting Prediction at Purbaratu 

Tasikmalaya provides compelling evidence of the 

efficacy and potential of these technologies in 

addressing complex public health issues. The high 

accuracy rates in prediction not only highlight the 

effectiveness of the ensemble and neural network 

methods but also open up new avenues for their 

application in the public health sector. As technology 

continues to advance, the integration of such 

innovative methods in health monitoring and 

intervention strategies holds significant promise for 

improving public health outcomes, especially in 

regions burdened by malnutrition and stunting. 

5. CONCLUSION 

The ensemble model used for stunting prediction 

has been implemented for nutritional status data based 

on anthropometry at Purbaratu, Tasikmalaya City. The 

model is applied to anthropometric category data 

adjusted for z-score. The test results show that the best 

model performance for the BB/U category is using the 

Random Forest algorithm, achieving 95% and a result 

F1-Score of 90.9%, while in the TB/U category, the 

model uses the Random Forest algorithm.  

The best model performance from ensemble 

machine learning is using the xGBoost algorithm with 

an accuracy of 97% and F1-Score of 90.9%. This 

study uses the Confusion Matrix, which is used to 

identify the distribution of true and false predictions, 

which are divided into positive and negative classes. 

Based on other test results related to the use of several 

machine learning models such as in research that 

discusses the ensemble model [21], the test results 

from training and testing show that the performance of 

the model is different performance depending on the 

combination of feature extraction techniques and 

algorithms used for machine learning used Besides the 

model neural network is part of deep learning that can 

used for prediction stunting based on dataset at 

Purbaratu with suitable accuracy from architecture 

neural network model both of activation function and 

optimation model with high accuracy resulted stable 

on 15 until 20 iteration achieved 91,94 until 99,19 

percentage on training test. 
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