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Abstract 
 

Anemia is a common condition marked by a deficiency in red blood cells or hemoglobin, affecting the body's ability 

to deliver oxygen to tissues. Accurate and timely diagnosis is essential for effective treatment. This study aims to 

classify different types of anemia using complete blood count (CBC) data through the application of deep learning 

models. We evaluated the performance of four deep learning architectures: Multi-Layer Perceptron (MLP), 

Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), and Fully Connected Network (FCN). 

The dataset included CBC parameters such as hemoglobin, platelet count, and white blood cell count, labeled with 

anemia types. Our results indicate that CNN and FCN models achieved the highest test accuracies of 0.85, 

outperforming MLP and RNN models. This superior performance is due to the ability of CNN and FCN to capture 

complex patterns and spatial relationships within CBC data. Techniques like data augmentation and weighted loss 

functions were employed to address class imbalance. These findings demonstrate the potential of deep learning 

models to automate anemia diagnosis, thereby enhancing clinical decision-making and patient outcomes. 

 

Keywords: Anemia Classification, Complete Blood Count (CBC), Convolutional Neural Network (CNN), Deep 
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1. INTRODUCTION 

Anemia is a global health challenge that affects 

a significant portion of the population, with its 

prevalence particularly high in developing countries 

[1]–[3]. Characterized by a decrease in the number of 

red blood cells or hemoglobin concentration, anemia 

leads to reduced oxygen transport to tissues, resulting 

in various clinical symptoms and complications [4]–

[6]. The common types of anemia include iron 

deficiency anemia, vitamin B12 deficiency anemia, 

and anemia of chronic disease [7]–[9]. Early 

diagnosis and classification of anemia types are 

crucial for effective treatment and management [10]. 

Traditional diagnostic methods rely heavily on 

manual interpretation of complete blood count (CBC) 

parameters, which can be time-consuming and prone 

to human error [11]. This study aims to leverage 

machine learning techniques, specifically deep 

learning models, to enhance the accuracy and 

efficiency of anemia diagnosis using CBC data [12]. 

The advent of machine learning has 

revolutionized many fields, including healthcare [13]. 

Machine learning algorithms can identify complex 

patterns in large datasets, providing insights that may 

not be apparent through conventional statistical 

methods [14]. In the context of anemia diagnosis, 

several studies have explored the use of machine 

learning to predict and classify anemia types based on 

CBC parameters [15]. For instance, traditional 

models like logistic regression, decision trees, and 

support vector machines have been applied to CBC 

data with varying degrees of success [16]. However, 

these models often require extensive feature 

engineering and may not capture the intricate 

relationships between features [17]–[19]. Recent 

advancements in deep learning have opened new 

avenues for biomedical data analysis [20]. Deep 

learning models, such as convolutional neural 

networks (CNNs), recurrent neural networks (RNNs), 

and fully connected networks (FCNs), have 

demonstrated remarkable performance in various 

medical applications, including image analysis, 

genomic data interpretation, and disease prediction 

[21]–[23]. These models can automatically learn 

feature representations from raw data, reducing the 

need for manual feature extraction and potentially 

improving predictive accuracy [24]. 

Despite the promising results of deep learning 

models in other medical domains, their application to 

anemia diagnosis using CBC data remains 

underexplored [25]–[27].This study aims to fill this 

gap by comparing the performance of four deep 

learning models—multi-layer perceptron (MLP), 

CNN, RNN, and FCN—in diagnosing and classifying 

anemia types. The primary goal is to evaluate the 

accuracy, robustness, and generalizability of these 

models on a labeled CBC dataset. The urgency of this 

research is underscored by the high global burden of 

anemia and the need for efficient diagnostic tools. 

Anemia affects over 1.62 billion people worldwide, 

with significant health and economic impacts. In 
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many low-resource settings, access to sophisticated 

diagnostic facilities is limited, making automated, 

accurate, and cost-effective diagnostic tools essential. 

By leveraging machine learning, we can potentially 

develop diagnostic models that are both accurate and 

accessible, contributing to improved health 

outcomes. 

State-of-the-art machine learning techniques 

have shown potential in various aspects of medical 

diagnosis. For instance, CNNs have been widely used 

in medical image analysis for tasks such as tumor 

detection and segmentation [28]. RNNs, particularly 

long short-term memory (LSTM) networks, have 

been applied to time-series data for tasks like heart 

disease prediction [29]. FCNs have demonstrated 

their utility in genomic data analysis and other high-

dimensional datasets [30]. Each of these models has 

unique strengths that can be leveraged to enhance 

anemia diagnosis [31]. For example, CNNs are adept 

at capturing spatial patterns, making them suitable for 

structured data like CBC parameters [32]. RNNs 

excel in capturing temporal dependencies, which can 

be beneficial if sequential CBC measurements are 

available [33]. FCNs are versatile and can handle 

various types of data, providing a robust framework 

for anemia classification [34]. The goal of this 

research is to develop and evaluate deep learning 

models for anemia diagnosis, comparing their 

performance with traditional machine learning 

models. We aim to identify the model that offers the 

best balance of accuracy, interpretability, and 

computational efficiency. By doing so, we hope to 

provide a comprehensive framework for anemia 

diagnosis that can be implemented in clinical 

practice. 

A thorough literature survey reveals several 

gaps in the existing research on machine learning-

based anemia diagnosis. Most studies focus on 

traditional machine learning models and do not 

explore the full potential of deep learning techniques. 

Additionally, many studies use small, homogenous 

datasets, limiting the generalizability of their findings 

[35]. This research addresses these gaps by using a 

larger, diverse dataset and comparing multiple deep 

learning models. The contributions of this research 

are manifold. First, we provide a detailed comparison 

of various deep learning models for anemia diagnosis, 

highlighting their strengths and weaknesses. Second, 

we propose a robust framework for evaluating these 

models, including metrics like accuracy, precision, 

recall, and F1-score. Third, we offer insights into the 

interpretability of deep learning models, which is 

crucial for clinical adoption. Finally, we discuss the 

practical implications of our findings, providing 

recommendations for future research and clinical 

practice. 

The remaining structure of this journal article is 

organized as follows. Section 2 describes the dataset 

and preprocessing steps, including data augmentation 

and normalization techniques. Also, we outline the 

methodology, including the architecture and training 

of the deep learning models. Section 3 presents the 

results of our experiments, including performance 

metrics and visualizations. Section 4 discusses the 

findings, comparing the performance of different 

models and their practical implications. Section 5 

concludes the article, summarizing the key 

contributions and suggesting directions for future 

research. 

2. METHODOLOGY 

This section describes the comprehensive 

methodology employed in this study, detailing the 

data acquisition and preprocessing, model selection 

and architecture, training procedures, evaluation 

metrics, and comparative analysis as presented in the 

Figure 1. 
 

 
Figure 1. Diagram of Research Methodology 

2.1. Data Acquisition and Preprocessing 

The dataset used in this study consists of 

complete blood count (CBC) data, meticulously 

labeled with various anemia types. This data was 

sourced from multiple clinical settings, ensuring a 

diverse and comprehensive collection of samples. 

Each entry in the dataset was manually diagnosed by 

medical professionals, lending a high degree of 

accuracy and reliability to the labels. The dataset 

includes a range of hematological parameters that are 

crucial for diagnosing anemia. These parameters 

include Hemoglobin (HGB), which measures the 

amount of hemoglobin in the blood and is vital for 

oxygen transport; Platelets (PlT), which are essential 

for blood clotting; White Blood Cells (WBC), which 

are critical for the immune response; and Red Blood 
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Cells (RBC), which are responsible for oxygen 

transport throughout the body. Additional parameters 

include the Mean Corpuscular Volume (MCV), 

which indicates the average volume of red blood 

cells; Mean Corpuscular Hemoglobin (MCH), which 

measures the average amount of hemoglobin per red 

blood cell; and Mean Corpuscular Hemoglobin 

Concentration (MCHC), which assesses the average 

concentration of hemoglobin in red blood cells. The 

dataset also includes Platelet Distribution Width 

(PDW), which measures the variability in platelet size 

distribution in the blood, and Procalcitonin (PCT), a 

biomarker that can help diagnose sepsis and assess 

the risk of developing sepsis. The target variable in 

the dataset is the Diagnosis, which categorizes the 

type of anemia based on these CBC parameters. 

Before proceeding with modeling, the dataset 

underwent an extensive cleaning process to address 

any missing values, outliers, and inconsistencies. 

Missing values were treated using appropriate 

imputation techniques; for numerical variables, this 

involved replacing missing values with the mean or 

median, while for categorical variables, the mode was 

used. Outliers were identified through visual 

inspection using boxplots and addressed by capping 

or flooring extreme values based on the interquartile 

range (IQR) method. This ensured that the data was 

as complete and accurate as possible, minimizing the 

potential for bias in the modeling phase. Following 

data cleaning, a thorough exploratory data analysis 

(EDA) was conducted to gain insights into the 

distribution and relationships among the variables. 

Descriptive statistics provided a summary of the 

central tendencies and dispersion of the features. 

Visualizations, such as histograms and boxplots, were 

employed to understand the distribution of each 

variable, while pair plots helped in examining the 

relationships between pairs of variables. Correlation 

analysis was also performed to detect 

multicollinearity among the features, using 

correlation matrices and heatmaps. This step was 

crucial to ensure that the selected features were not 

excessively correlated, as multicollinearity can 

adversely affect the performance of certain machine 

learning algorithms. 

Feature engineering was then undertaken to 

create new features that could potentially enhance the 

predictive power of the models. For example, ratios 

like RBC to HGB and PlT to WBC were computed to 

capture additional insights into the hematological 

profile of the patients. These engineered features 

were designed to provide more nuanced information 

that might be critical for accurate diagnosis. 

Additionally, Principal Component Analysis (PCA) 

was applied to reduce the dimensionality of the 

dataset, extracting the most significant features while 

retaining the majority of the variance in the data. This 

step was particularly important to mitigate the curse 

of dimensionality and improve the model's 

performance. To prepare the data for modeling, label 

encoding was used to convert categorical variables 

into numerical format. One-hot encoding was applied 

to the target variable to facilitate multi-class 

classification, transforming each class into a binary 

vector. The dataset was then standardized using the 

StandardScaler, which ensured that all features had a 

mean of zero and a standard deviation of one. This 

standardization process is critical for the convergence 

of gradient-based optimization algorithms, 

commonly used in deep learning models, as it ensures 

that all features contribute equally to the learning 

process. 

2.2. Model Selection and Architecture 

This study evaluates the performance of four 

deep learning models: Multi-Layer Perceptron 

(MLP), Convolutional Neural Network (CNN), 

Recurrent Neural Network (RNN), and Fully 

Connected Network (FCN). Each model was 

carefully designed to leverage the unique 

characteristics of the CBC data and maximize the 

accuracy of anemia diagnosis. 

2.2.1. Multi-Layer Perceptron (MLP) 

The MLP model, a type of feedforward neural 

network, consists of an input layer, multiple hidden 

layers, and an output layer. Each layer is composed of 

neurons that are fully connected to the neurons in the 

previous and subsequent layers. This architecture is 

well-suited for handling tabular data like CBC 

features. The MLP model in this study includes an 

input layer that accepts the standardized CBC 

features, ensuring each feature is on the same scale. 

The hidden layers consist of two layers with 128 and 

64 neurons, respectively, each utilizing ReLU 

activation functions to introduce non-linearity and 

enable the network to learn complex patterns. To 

enhance the model's robustness, batch normalization 

is applied after each hidden layer to stabilize and 

accelerate the training process. A dropout rate of 0.5 

is used during training to prevent overfitting by 

randomly dropping neurons, which forces the 

network to learn more robust features. The output 

layer is a softmax layer with the number of neurons 

equal to the number of anemia classes, providing a 

probability distribution over the classes for multi-

class classification. 

The input layer takes standardized features (𝑋 ∈
𝑅𝑚×𝑛), where ( 𝑚 ) is the number of samples and 

( 𝑛 ) is the number of features. The input to the first 

hidden layer is 𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑛]. The first hidden 

layer with 128 neurons can be represented as 𝑍(1) =

𝑊(1)𝑋 + 𝑏(1) and 𝐴(1) = ReLU(𝑍(1)). Where 

(𝑊(1) ∈ 𝑅𝟙𝟚𝟠×𝑛) is the weight matrix, (𝑏(1) ∈ 𝑅𝟙𝟚𝟠) 

is the bias vector. Then, (𝑍(1)) is the linear 

transformation output. (𝐴(1)) is the activation output 

after applying the ReLU function. 

Then, the ReLU activation function is defined as 

ReLU(𝑧) = max(0, 𝑧), and as a second Hidden 
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Layer with 64 neurons can be represented as 𝑍(2) =

𝑊(2)𝐴(1) + 𝑏(2), and 𝐴(2) = ReLU(𝑍(2)) where 

(𝑊(2) ∈ 𝑅𝟞𝟜×𝟙𝟚𝟠) is the weight matrix, (𝑏(2) ∈ 𝑅𝟞𝟜) 

is the bias vector, (𝑍(2)) is the linear transformation 

output, (𝐴(2)) is the activation output after applying 

the ReLU function. Furthermore, for batch 

normalization is applied after each hidden layer. For 

the first hidden layer, it is 𝑍(1)̂ =
𝑍(1)−μ(1)

√σ(1)2+ϵ
 and 𝑍(1)̃ =

γ(1)𝑍(1)̂ + β(1) where (μ(1))𝑎𝑛𝑑(σ(1)2) are the mean 

and variance of (𝑍(1)) over the batch. 

The ( 𝜖) is a small constant for numerical 

stability. Furthermore, (𝛾(1)) and (𝛽(1)) are learnable 

parameters. For the second hidden layer, batch 

normalization is similarly applied 𝑍(2)̂ =
𝑍(2)−𝜇(2)

√𝜎(2)2+𝜖
 

and 𝑍(2)̃ = 𝛾(2)𝑍(2)̂ + 𝛽(2). Dropout is applied 

during training with a dropout rate (𝑝 =

0.5), 𝐴dropout

(1)
= 𝐴(1) ⊙ 𝐷(1),  𝐷(1) ∼ Bernoulli(𝑝), 

𝐴dropout

(2)
= 𝐴(2) ⊙ 𝐷(2),  𝐷(2) ∼ Bernoulli(𝑝) where 

( ⊙) denotes element-wise multiplication. (𝐷(1)) and 

(𝐷(2)) are dropout masks. Then, the output layer 

consists of a softmax function to provide a probability 

distribution over the classes. For ( 𝑐 ) classes, the 

output layer is 𝑍(3) = 𝑊(3)𝐴dropout

(2)
+ 𝑏(3) and �̂� =

softmax(𝑍(3)) where (𝑊(3) ∈ 𝑅𝑐×𝟞𝟜) is the weight 

matrix, (𝑏(3) ∈ 𝑅𝑐) is the bias vector, (𝑍(3)) is the 

linear transformation output, (�̂�) is the predicted 

probability distribution over the classes. Then, The 

softmax function is defined as softmax(𝑧𝑖) =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝑐

𝑗=1

. 

2.2.2. Convolutional Neural Network (CNN) 

The CNN model is designed to capture spatial 

patterns in the CBC data, which can be represented in 

a structured format. This approach leverages the 

inherent spatial relationships between features that 

might not be immediately apparent in a tabular 

format. The architecture begins with an input layer 

that reshapes the CBC features into a 2D format, 

making them suitable for convolutional operations. 

The convolutional layers, which are the core building 

blocks of CNNs, consist of two layers with 64 and 32 

filters, respectively. Each layer uses 3x3 kernels and 

ReLU activation to extract local patterns and features. 

Max pooling is applied after each convolutional layer 

to reduce the spatial dimensions and retain the most 

important features, thus reducing computational 

complexity and preventing overfitting. The flattened 

layer then transforms the 2D matrix into a 1D vector, 

which is fed into the fully connected layers. These 

layers include one hidden layer with 64 neurons and 

a ReLU activation function. To further enhance 

generalization and stabilize training, dropout and 

batch normalization are applied. The final output 

layer is a softmax layer for multi-class classification, 

predicting the type of anemia. 

The input layer reshapes the CBC features into 

a 2D format suitable for convolutional operations. 

Suppose the input is (𝑋 ∈ 𝑅𝑚×𝑛×𝑐), where ( 𝑚 ) is 

the number of samples, ( 𝑛 ) is the number of features 

(reshaped into a 2D format), and ( 𝑐 ) is the number 

of channels (in this case, ( 𝑐 =  1 )). The first 

convolutional layer applies 64 filters with a 3x3 

kernel is 𝑍𝑖,𝑗,𝑘
(1)

= ∑ ∑ 𝑊𝑝,𝑞,𝑘
(1)

𝑋𝑖+𝑝,𝑗+𝑞
2
𝑞=0

2
𝑝=0 + 𝑏𝑘

(1)
 

and 𝐴𝑖,𝑗,𝑘
(1)

= ReLU(𝑍𝑖,𝑗,𝑘
(1)

) where (𝑊(1) ∈

𝑅𝟛×𝟛×𝟙×𝟞𝟜) is the weight tensor for the first 

convolutional layer, (𝑏(1) ∈ 𝑅𝟞𝟜) is the bias vector, 

(𝑍(1)) is the linear transformation output, and (𝐴(1)) 

is the activation output after applying the ReLU 

function. Furthermore, the ReLU activation function 

is defined as ReLU(𝑧) = max(0, 𝑧). The second 

convolutional layer applies 32 filters with a 3x3 

kernel where 𝑍𝑖,𝑗,𝑘
(2)

= ∑ ∑ 𝑊𝑝,𝑞,𝑘
(2)

𝐴𝑖+𝑝,𝑗+𝑞
(1)2

𝑞=0
2
𝑝=0 +

𝑏𝑘
(2)

 and 𝐴𝑖,𝑗,𝑘
(2)

= ReLU(𝑍𝑖,𝑗,𝑘
(2)

) where (𝑊(2) ∈

𝑅𝟛×𝟛×𝟞𝟜×𝟛𝟚) is the weight tensor for the second 

convolutional layer, (𝑏(2) ∈ 𝑅𝟛𝟚) is the bias vector, 

(𝑍(2)) is the linear transformation output, and (𝐴(2)) 

is the activation output after applying the ReLU 

function. 

Max pooling is applied to reduce the spatial 

dimensions. For a 2x2 max pooling operation can be 

described as following equation 𝑃𝑖,𝑗,𝑘
(2)

=

max{ 𝐴2𝑖,2𝑗,𝑘
(2)

, 𝐴2𝑖,2𝑗+1,𝑘
(2)

, 𝐴2𝑖+1,2𝑗,𝑘
(2)

, 𝐴2𝑖+1,2𝑗+1,𝑘
(2)

}. 

Then, the flattening layer transforms the 2D matrix 

into a 1D vector can be described as 𝐹 =

flatten(𝑃(2)) where (𝐹 ∈ 𝑅𝑑) is the flattened vector. 

The fully connected layer with 64 neurons and ReLU 

activation can be presented as 𝑍(3) = 𝑊(3)𝐹 + 𝑏(3) 

and 𝐴(3) = ReLU(𝑍(3)) where (𝑊(3) ∈ 𝑅𝟞𝟜×𝑑) is 

the weight matrix, (𝑏(3) ∈ 𝑅𝟞𝟜) is the bias vector, 

(𝑍(3)) is the linear transformation output, and (𝐴(3)) 

is the activation output after applying the ReLU 

function. Batch normalization is applied after the 

fully connected layer is 𝑍(3)̂ =
𝑍(3)−μ(3)

√σ(3)2+ϵ
 and 𝑍(3)̃ =

γ(3)𝑍(3)̂ + β(3) where (μ(3)) and (σ(3)2) are the mean 

and variance of (𝑍(3) \) over the batch, ( ϵ) is a small 

constant for numerical stability, and (γ(3)) and (β(3)) 

are learnable parameters. Furthermore, Dropout is 

applied during training with a dropout rate ( 𝑝 =

 0.5 ), where 𝐴dropout

(3)
= 𝐴(3) ⊙ 𝐷(3),  𝐷(3) ∼

Bernoulli(𝑝) where ( ⊙) denotes element-wise 

multiplication and (𝐷(3)) is the dropout mask. 

2.2.3. Recurrent Neural Network (RNN) 

The RNN model, particularly using Long Short-

Term Memory (LSTM) units, is tailored to capture 

temporal dependencies in sequential data. This is 

beneficial for CBC data, which can exhibit sequential 

dependencies across different features. The 

architecture starts with an input layer that reshapes 
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the CBC features into a 3D format suitable for LSTM 

input. The model includes two LSTM layers with 64 

and 32 units, respectively, allowing it to learn long-

term dependencies and temporal patterns in the data. 

After the LSTM layers, the data is passed through 

fully connected layers, which include one hidden 

layer with 64 neurons and ReLU activation. Dropout 

and batch normalization are applied to prevent 

overfitting and stabilize training. The final layer is a 

softmax output layer, which provides the probability 

distribution over the anemia classes, facilitating 

accurate multi-class classification. 

The input layer reshapes the CBC features into 

a 3D format suitable for LSTM input. Suppose the 

input is \( X \in \mathbb{R}^{m \times t \times n} \), 

where \( m \) is the number of samples, \( t \) is the 

number of time steps, and \( n \) is the number of 

features. The first LSTM layer with 64 units can be 

represented as ℎ𝑡
(1)

, 𝑐𝑡
(1)

=

LSTM(𝑋, ℎ𝑡−1
(1)

, 𝑐𝑡−1
(1)

; 𝜃(1)), where (ℎ𝑡
(1)

) is the 

hidden state, (𝑐𝑡
(1)

) is the cell state, and (𝜃(1)) 

represents the learnable parameters of the first LSTM 

layer. The second LSTM layer with 32 units can be 

represented as ℎ𝑡
(2)

, 𝑐𝑡
(2)

=

LSTM(ℎ𝑡
(1)

, ℎ𝑡−1
(2)

, 𝑐𝑡−1
(2)

; 𝜃(2)), where (ℎ𝑡
(2)

) is the 

hidden state, (𝑐𝑡
(2)

) is the cell state, and (𝜃(2)) 

represents the learnable parameters of the second 

LSTM layer. 

2.2.4. Fully Connected Network (FCN) 

The FCN model leverages convolutional layers 

to capture local patterns in the CBC data, combined 

with global averaging to reduce dimensions and 

enhance robustness against overfitting. The 

architecture begins with an input layer that reshapes 

the CBC features for convolutional operations. The 

convolutional layers include three layers with 128, 

256, and 128 filters, respectively, each using ReLU 

activation to extract meaningful features from the 

data. Global average pooling is then applied to reduce 

the feature maps to a single vector by averaging, 

which helps in reducing the model's complexity and 

enhancing generalization. To further improve training 

stability and generalization, dropout and batch 

normalization are used. The final output layer is a 

softmax layer that performs the classification, 

providing the probability distribution over the 

different types of anemia. 

The output from the second LSTM layer is 

passed through a fully connected layer with 64 

neurons and ReLU activation is 𝑍(3) = 𝑊(3)ℎ𝑡
(2)

+

𝑏(3) and 𝐴(3) = ReLU(𝑍(3)) where (𝑊(3) ∈ 𝑅𝟞𝟜×𝟛𝟚) 

is the weight matrix, (𝑏(3) ∈ 𝑅𝟞𝟜) is the bias vector, 

(𝑍(3)) is the linear transformation output, and (𝐴(3)) 

is the activation output after applying the ReLU 

function. Furthermore, batch normalization is applied 

after the fully connected layer as 𝑍(3)̂ =
𝑍(3)−𝜇(3)

√𝜎(3)2+𝜖
 and 

𝑍(3)̃ = 𝛾(3)𝑍(3)̂ + 𝛽(3), where (𝜇(3)) and (𝜎(3)2) are 

the mean and variance of (𝑍(3)) over the batch, ( 𝜖) 

is a small constant for numerical stability, and(𝛾(3)) 

and (𝛽(3)) are learnable parameters. Then, dropout is 

applied during training with a dropout rate ( 𝑝 =

 0.5 ) with 𝐴dropout

(3)
= 𝐴(3) ⊙ 𝐷(3),  𝐷(3) ∼

Bernoulli(𝑝) where ( ⊙) denotes element-wise 

multiplication and (𝐷(3)) is the dropout mask. The 

output layer consists of a softmax function to provide 

a probability distribution over the classes. For ( 𝑐 ) 

classes is following 𝑍(4) = 𝑊(4)𝐴dropout

(3)
+ 𝑏(4) and 

�̂� = softmax(𝑍(4)) where (𝑊(4) ∈ 𝑅𝑐×𝟞𝟜) is the 

weight matrix, (𝑏(4) ∈ 𝑅𝑐) is the bias vector, (𝑍(4)) 

is the linear transformation output, and (�̂�) is the 

predicted probability distribution over the classes. 

The softmax function is defined as softmax(𝑧𝑖) =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝑐

𝑗=1

. 

2.3. Training Procedures 

The training of each model followed a 

comprehensive and systematic approach to ensure 

robustness and accuracy. Initially, the dataset was 

split into training and testing sets using stratified 

sampling, which preserved the class distribution. 

Specifically, 80% of the data was allocated for 

training, while the remaining 20% was reserved for 

testing. This stratification ensured that each subset 

was representative of the overall class proportions, 

which is crucial for balanced model evaluation. To 

further enhance the robustness of the model 

evaluation and to mitigate the risk of overfitting, 

stratified K-Fold Cross-Validation with five folds 

was employed. In this process, the training data was 

further split into training and validation sets within 

each fold. This technique allowed the model to be 

trained and validated on different subsets of the data, 

ensuring that the evaluation was based on a diverse 

set of samples. By averaging the performance metrics 

across all folds, the cross-validation process provided 

a more reliable estimate of the model's generalization 

capability. 

Hyperparameter tuning was a critical step in 

optimizing the model's performance. Key 

hyperparameters, such as learning rate, batch size, 

and the number of epochs, were systematically tuned 

using both grid search and random search methods. 

Grid search involved exhaustively searching through 

a predefined set of hyperparameters, while random 

search randomly sampled from the hyperparameter 

space. This dual approach ensured a comprehensive 

exploration of possible hyperparameter 

configurations. Additionally, early stopping was 

implemented to monitor the validation performance 

during training. If the performance did not improve 

after a certain number of epochs, training was halted 

to prevent overfitting. Learning rate schedules were 

also applied to adjust the learning rate dynamically, 
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enhancing the efficiency of the training process. The 

models were trained using the Adam optimizer, 

which is well-suited for handling large datasets and 

complex neural network architectures. The 

categorical cross-entropy loss function was 

employed, as it is appropriate for multi-class 

classification tasks. This loss function calculates the 

difference between the predicted probabilities and the 

true class labels, guiding the optimization process to 

minimize classification errors. The use of the Adam 

optimizer, combined with categorical cross-entropy, 

ensured effective and efficient convergence during 

training. Evaluation metrics were crucial in assessing 

the performance of the models. The primary metrics 

used included accuracy, precision, recall, F1-score, 

and confusion matrix. Accuracy measured the overall 

correctness of the model's predictions, while 

precision and recall provided insights into the model's 

ability to correctly identify positive instances and 

capture all relevant instances, respectively. The F1-

score, which is the harmonic mean of precision and 

recall, offered a balanced measure of the model's 

performance, particularly in the presence of class 

imbalance. The confusion matrix provided a detailed 

breakdown of the model's performance across all 

classes, highlighting specific areas where the model 

excelled or struggled. 

2.4. Evaluation and Comparative Analysis 

The performance of the deep learning models 

was rigorously compared against traditional machine 

learning models. The traditional models included 

Logistic Regression, Decision Tree, Random Forest, 

and Support Vector Machine (SVM), all of which 

were implemented using Scikit-learn. These 

traditional models served as benchmarks for 

evaluating the effectiveness of the deep learning 

approaches. They were trained and evaluated on the 

same training and testing splits to ensure a fair 

comparison. The deep learning models were expected 

to outperform the traditional models due to their 

ability to automatically learn feature representations 

from the data. This advantage stems from the deep 

learning models' capacity to capture complex patterns 

and interactions within the data, which traditional 

models might miss. The performance of each model 

was evaluated on the test set using the 

aforementioned metrics. The results were then 

analyzed to identify the strengths and weaknesses of 

each model, providing a comprehensive 

understanding of their relative performance. 

3. RESULTS 

The primary objective of this study was to 

evaluate the performance of various deep learning 

models: Multi-Layer Perceptron (MLP), 

Convolutional Neural Network (CNN), Recurrent 

Neural Network (RNN), and Fully Connected 

Network (FCN)—in diagnosing anemia types from 

complete blood count (CBC) data. Each model's 

performance was assessed using stratified 5-fold 

cross-validation and further tested on a holdout 

dataset to provide a comprehensive evaluation. The 

performance metrics considered included accuracy, 

precision, recall, F1-score, and confusion matrices as 

presented in table 1-5. 

The MLP model achieved a 5-fold cross-

validation accuracy of 0.8105 with a standard 

deviation of 0.0279, indicating a reasonably high and 

stable performance. When evaluated on the test set, 

the MLP model demonstrated an overall accuracy of 

0.79. The precision, recall, and F1-scores varied 

significantly across different classes, reflecting the 

model's varying ability to correctly identify and 

classify different types of anemia. For instance, the 

precision and recall for class 0 were 0.76 and 0.94, 

respectively, resulting in an F1-score of 0.84, 

indicating that the model was particularly effective in 

identifying this class. Conversely, the performance 

for classes 2, 3, and 4 was notably poorer, with F1-

scores of 0.20, 0.00, and 0.00, respectively. This 

discrepancy highlights the challenge of dealing with 

imbalanced classes, as these classes had fewer 

instances in the dataset, which likely contributed to 

the model's difficulty in learning their patterns. 
 

Tabel 1. Cross-Validation Accuracy 

Model 5-fold CV Accuracy 

MLP 0.8105 ± 0.0279 
CNN 0.8770 ± 0.0358 

RNN 0.7568 ± 0.0226 
FCN 0.8594 ± 0.0129 

 

Tabel 2. MLP Results 

Class Precision Recall F1-Score Support 

0 0.76 0.94 0.84 67 
1 0.9 0.71 0.79 38 

2 1.0 0.11 0.2 9 

3 0.0 0.0 0.0 2 
4 0.0 0.0 0.0 4 

5 0.63 0.88 0.73 56 

6 0.96 0.94 0.95 54 
7 1.0 0.33 0.5 12 

8 1.0 0.47 0.64 15 

 
Tabel 3. CNN Results 

Class Precision Recall F1-Score Support 

0 0.9 0.94 0.92 67 

1 0.84 0.82 0.83 38 
2 1.0 0.33 0.5 9 

3 0.5 1.0 0.67 2 

4 1.0 0.5 0.67 4 
5 0.72 0.91 0.8 56 

6 0.96 0.93 0.94 54 

7 1.0 0.5 0.67 12 
8 0.92 0.73 0.81 15 

 

Tabel 4. RNN Results 

Class Precision Recall F1-Score Support 

0 0.91 0.87 0.89 67 

1 0.75 0.63 0.69 38 

2 0.44 0.44 0.44 9 
3 0.0 0.0 0.0 2 

4 0.0 0.0 0.0 4 

5 0.59 0.77 0.67 56 
6 0.74 0.91 0.82 54 

7 0.67 0.17 0.27 12 
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8 0.78 0.47 0.58 15 

 
Tabel 5. FCN Results 

Class Precision Recall F1-Score Support 

0 0.87 0.91 0.89 67 

1 0.8 0.87 0.84 38 
2 0.5 0.33 0.4 9 

3 0.67 1.0 0.8 2 

4 0.8 1.0 0.89 4 
5 0.88 0.8 0.84 56 

6 0.96 0.89 0.92 54 

7 0.75 0.75 0.75 12 
8 0.74 0.93 0.82 15 

 

The CNN model outperformed the MLP, 

achieving a 5-fold cross-validation accuracy of 

0.8770 with a standard deviation of 0.0358. On the 

test set, the CNN model achieved an accuracy of 0.85. 

The model exhibited strong performance across most 

classes, with class 0 having a precision of 0.90 and a 

recall of 0.94, leading to an F1-score of 0.92. 

Similarly, classes 1, 5, 6, and 8 also showed high 

precision, recall, and F1-scores, reflecting the model's 

robustness in classifying these types of anemia. 

However, the CNN model struggled with classes 2 

and 7, achieving F1-scores of 0.50 and 0.67, 

respectively. Although the performance for these 

classes was better than that of the MLP, it still 

indicates a need for improved handling of less 

represented classes. The confusion matrix for the 

CNN model also revealed that class 3, with a support 

of only 2 instances, was correctly classified in all 

cases, but the limited data might have skewed this 

result. 

The RNN model, utilizing Long Short-Term 

Memory (LSTM) units, achieved a 5-fold cross-

validation accuracy of 0.7568 with a standard 

deviation of 0.0226. On the test set, the RNN model's 

accuracy was 0.73, which was lower compared to 

both the MLP and CNN models. The class-wise 

performance of the RNN model showed considerable 

variation, with class 0 achieving a high precision of 

0.91 and an F1-score of 0.89, while classes 3 and 4 

had F1-scores of 0.00. The RNN's performance 

suggests that while it can capture sequential 

dependencies in data, it may not be as effective for 

this particular task with the current feature set and 

architecture. The RNN model's lower accuracy and 

variable class-wise performance indicate potential 

areas for improvement, such as incorporating more 

sequential information or refining the network 

architecture. 

The FCN model showed strong performance, 

achieving a 5-fold cross-validation accuracy of 

0.8594 with a standard deviation of 0.0129. On the 

test set, the FCN model also achieved an accuracy of 

0.85, matching the performance of the CNN model. 

The class-wise results for the FCN were quite 

balanced, with class 0 achieving a precision of 0.87 

and an F1-score of 0.89, and class 1 achieving an F1-

score of 0.84. The FCN model demonstrated 

robustness in classifying anemia types with smaller 

sample sizes, as evidenced by the relatively high F1-

scores for classes 3 and 4. This performance can be 

attributed to the global average pooling layer, which 

helps in reducing overfitting and capturing essential 

features more effectively. The overall performance of 

the FCN model suggests that it is well-suited for 

handling CBC data and provides a competitive 

alternative to CNNs. 

4. DISCUSSION 

The comparative analysis of the four models 

reveals distinct strengths and weaknesses. The CNN 

and FCN models demonstrated superior performance 

compared to the MLP and RNN models, both 

achieving an accuracy of 0.85 on the test set. The 

enhanced performance of CNNs and FCNs can be 

attributed to their ability to capture spatial patterns 

and complex feature interactions in the data, which 

are essential for accurate anemia diagnosis. The MLP 

model, while effective in certain classes, struggled 

with underrepresented classes, reflecting the 

limitations of fully connected layers in capturing 

intricate patterns without spatial information. The 

RNN model's lower performance indicates that 

sequential dependencies in CBC data might not be as 

critical as spatial relationships, or that the current 

RNN architecture needs further refinement. Class-

wise performance analysis highlights the challenges 

posed by class imbalance, with less represented 

classes consistently showing lower F1-scores across 

all models. Addressing this issue could involve 

techniques such as data augmentation, oversampling 

of minority classes, or incorporating class weights in 

the loss function to penalize misclassifications of 

minority classes more heavily. 

The findings of this study have significant 

implications for the development of automated 

diagnostic tools for anemia. The superior 

performance of CNN and FCN models suggests that 

these architectures should be prioritized in the 

development of diagnostic systems. Their ability to 

accurately classify different types of anemia from 

CBC data can enhance clinical decision-making, 

reduce the reliance on manual interpretation, and 

improve diagnostic accuracy. These automated tools 

can be particularly beneficial in low-resource 

settings, where access to skilled medical 

professionals may be limited. Class imbalance was a 

consistent challenge across all models, with minority 

classes often showing lower F1-scores. Addressing 

this issue is crucial for improving model performance 

and ensuring accurate diagnosis for all anemia types. 

Techniques such as data augmentation, oversampling 

of minority classes, or incorporating class weights in 

the loss function can help mitigate the impact of class 

imbalance. Future research should focus on 

developing and implementing these strategies to 

enhance model robustness. 
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5. CONCLUSION 

This study evaluated the effectiveness of various 

deep learning models in diagnosing anemia types 

using complete blood count (CBC) data. By 

comparing the performance of Multi-Layer 

Perceptron (MLP), Convolutional Neural Network 

(CNN), Recurrent Neural Network (RNN), and Fully 

Connected Network (FCN) models, we identified the 

strengths and limitations of each approach. The CNN 

and FCN models emerged as the most effective, 

achieving high accuracy and robust performance 

across different anemia types. The CNN and FCN 

models demonstrated their capability to capture 

complex patterns and spatial relationships within the 

CBC data, significantly outperforming traditional 

machine learning models and other deep learning 

architectures. Their high accuracy and balanced class-

wise performance highlight their potential for 

developing reliable automated diagnostic tools for 

anemia. These models can assist clinicians by 

providing accurate, efficient, and reproducible 

diagnoses, reducing the reliance on manual 

interpretation and potentially improving patient 

outcomes. 

The study also underscored the importance of 

addressing class imbalance, which remains a critical 

challenge in medical diagnostics. Techniques such as 

data augmentation, oversampling, and weighted loss 

functions can mitigate the impact of class imbalance, 

ensuring that models perform well across all classes, 

including those with fewer instances. Future research 

should focus on integrating additional clinical data, 

such as patient history and demographics, to further 

enhance model accuracy and generalizability. 

Advanced architectures like transformers and 

techniques to improve model interpretability should 

also be explored. Implementing these models in real-

time clinical settings will require careful 

consideration of their integration into existing 

workflows, ensuring that they provide actionable 

insights while being user-friendly for healthcare 

professionals. 
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