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Abstract 
 

The Indonesian Central Government Financial Report (LKPP) is a financial document prepared to increase 

transparency and accountability in the implementation of the State Revenue and Expenditure Budget (APBN). It 

is prepared within a tight schedule, hence changes made by each entity must be updated promptly. Therefore, this 

research focuses on the optimal table design for presenting financial reports. Query optimization is a major 

concern in database design, with the use of indexing concepts to increase data search speed. Table partitioning is 

also a strategy to consider, namely dividing a table into parts that form separate data ranges. The use of a 

Materialized View (MV) is another alternative, providing increased performance with the space-for-time trade-

off principle. Experiments were carried out by comparing the response time of applying index, partition, and 

materialized views to produce financial report data. Experimental results indicate that materialized views can 

provide significant advantages when faced with large volumetric data. The decision to choose a materialized view 

can be considered contextually, depending on the specific needs and characteristics of the data encountered in a 

database system. 
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1. INTRODUCTION 

The Indonesian Central Government Financial 

Report (LKPP) is a financial document prepared by 

the Indonesian Central Government to increase 

transparency and accountability in the 

implementation of the State Revenue and 

Expenditure Budget (APBN) [1]. The large number 

of reporting entities creates a large growth in the 

volume of financial data, in line with the developing 

dynamics in public administration.  

Large data sets can cause problems with the 

Database Management System (DBMS) in the 

performance of the database used [2]. Even with a 

strong database, a mature table design for presenting 

financial reports must be prepared carefully. The 

main challenge in preparing LKPP is the process of 

forming financial reports which depends on 

transactions carried out by many reporting entities, 

that must always reflect the current conditions. This 

is a challenge in itself because the time to finalize the 

final LKPP value is limited, so the value in the 

financial statements must be able to be updated 

following changes made by each entity. 

When designing a financial report database, it is 

necessary to optimize the queries used. The main goal 

of database optimization is usually general, namely to 

increase a numerical value, which characterizes 

database performance well [3]. Current databases are 

typically designed as general-purpose systems and 

aren't customized on a case-by-case basis to suit the 

specific workload and data characteristics of 

individual users. [4] 

Chopade [5] suggests that indexing is an 

important concept for faster data retrieval. Index 

tuning, as part of physical database design, is the task 

of selecting, creating, deleting, and rebuilding index 

structures to reduce workload processing time [6]. 

Apart from indexing, table partitioning is also 

something you need to pay attention to. Table 

partitioning is the division of a table into arbitrary 

parts that form several separate data ranges [7]. This 

division occurs within the database files, yet to the 

developer, they appear as a unified entity [8]. The 

combination of using Index and Partition will produce 

better time records than not using them [9]. 

Another solution is to use a materialized view. 

Materialized View (MV) represents a sophisticated 

redundancy optimization technique tailored for 

analytical workloads [10]. Materialized View is quite 

important in DBMS which can significantly improve 

query performance based on the space-for-time trade-

off principle [11]. Rewriting with materialized views 

will improve the performance of SQL statements 

[12]. The optimal solution would enable operations 

on the database to remain as swift as they were during 

its initial implementation, even with a growing 

number of records in the tables [13].  
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The ongoing process of database tuning, aimed 

at enhancing the performance of applications 

interacting with a database [14], is complemented by 

the use of synonyms, which provide methods 

enabling users to transparently display and utilize 

other users' objects [15]. 

In this study, researchers tried to carry out 

further tests comparing the response time of 

implementing partition and materialized view to 

produce central government financial report data. As 

a comparison, the time needed to run a query is used 

to determine which database optimization method is 

better. The difference between this research and 

previous research is the object, method, combination 

of data, and research time. 

2. RESEARCH METHODS 

This research uses an experimental method 

using a sample of general ledger tables for central 

government financial reports for the period January - 

February 2021. The general ledger table was chosen 

because the data in the general ledger can represent 

the latest financial report data. The data used was 

10,002,137 raw data using Oracle as the database.  

In this research, the trial balance table was 

created using views and materialized views. The trial 

balance table is used to shorten queries originating 

from the general ledger. Testing was carried out on a 

computer with the Debian Linux 11 operating system 

which has 4 core processors, 16 GB RAM, with 100 

GB SSD. The database used is Oracle 19c which is 

accessed using SqlDeveloperTools. 
 

 
Figure 1. Research Method 

 

The steps taken in this research were to create a 

table for research. Next, enter the research data little 

by little into the table. Next is to refresh the 

materialized view to update the data in the 

materialized view. Then run a test query to get the 

time needed to run the query. 

2.1. Creating Table 

In this stage, the researcher prepared the 

essential tables needed. The main table created is the 

general ledger which contains journals for validated 

transactions that are used to produce reports. The 

general ledger table is created using the indexing, 

partitioning method, and materialized view.  

Creating tables using the index method in the 

Oracle database is done by creating a table and then 

adding indexes for the selected columns. Creating 

tables using the partition method in the Oracle 

database is done when creating the table by selecting 

the partition type. To summarize long queries in 

generating reports and to make queries more efficient, 

the general ledger table can be summarized by 

creating a table view or materialized view. 

2.2. Insert Data 

After the tables have been created, the next step 

is to enter the research data in stages. Data comes 

from the original table which was taken in part to be 

included in the research table. The experiment was 

carried out in stages by increasing the amount of data 

from 29,976 rows to 10,002,137 rows.  At each query 

execution, the time required to execute is recorded for 

further analysis. This aims to gain a deep 

understanding of query performance along with 

significant data growth. 

2.3. Refresh Materialized View 

Each addition of data must be followed by 

updating the materialized view table. The view table 

does not require data refresh/update, because the data 

will automatically become the newest data when data 

is added to the GL table. 

2.4. Run Query 

In this stage, researchers choose three types of 

reports that are used as a basis for testing queries. The 

three types of reports are Financial Position Report 

(LPE), Operational Report (LO), and Balance Sheet. 

After running the query, the researcher recorded the 

time needed to run the query for each case.  

The LPE report contains a report on changes in 

equity which contains a summary of equity and 

additional profits/losses from operational reports. The 

LO report contains operational reports containing 

income and expenses. The balance sheet report 

contains the composition of assets compared to the 

debts owned plus the amount of capital available. 

3. RESULTS 

 
Figure 2. Table formation query with index 
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The research began by creating a general ledger 

table. In this research, the query for creating a general 

ledger table using the index method can be seen in 

Figure 2. 

In this research, the partition chosen is a list 

partition with the kddept column as the partition 

column. The query for creating a general ledger table 

using the Parisi method can be seen in Figure 3. 
 

 
Figure 3. Query to form a table with partitions 

 

The basic query for creating a view table can be 

seen in Figure 4. With this query, 2 table views are 

formed, namely NRC_INDEX and NRC_PART for 

the index and partition methods. 
 

 
Figure 4. View formation query 

 

Meanwhile, creating a Materialized View table 

which is expected to improve query performance can 

be seen in Figure 5.  

 
Figure 5. Query to form a materialized view table 

 

The annual data from LKPP comprises over 100 

million records each year. Summarizing such 

voluminous data poses a significant challenge due to 

the extensive time required. To address this, research 

was conducted by incrementally adding sample data 

and observing the corresponding time consumption. 

This approach enables the selection of the optimal 

method for handling large datasets. The basic query 

for retrieving and entering research data can be seen 

in Figure 6. 
 

 
Figure 6. Query to insert sample data 

 

Based on the experiments that have been carried 

out, to determine the speed performance or response 

time of queries, it is necessary to compare the 

experimental results using the index, partition and 

Materialized Views methods by comparing the time 

needed to run report generation queries on various 

amounts of data. The first thing you need to know is 

the time to refresh the materialized view. 
 

 
Figure 7. Query to refresh materialized view table 

 

The query to refresh/update data in the 

materialized view is presented in Figure 7. 
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Table 1. Materialized view refresh time 

Raw Data refresh Materialized View (seconds) 

29.976 0,707 

72.550 0,72 

137.163 0,875 
258.695 1,472 

468.408 6,97 

750.630 8,457 
999.213 10,287 

1.335.663 13,604 

1.772.295 20,123 
2.108.382 23,072 

2.502.068 30,762 

2.957.039 33,286 
3.523.279 35,289 

4.263.159 46,475 

5.032.893 64,788 

5.860.514 78,46 

6.801.181 91,037 

7.764.000 108,645 
8.833.705 122,077 

10.002.137 138,466 

 

In updating the data in the materialized view 

table, the time required experiences a significant 

spike with each addition of data. The time required 

for the amount of data 29,976 is 0.707 seconds, while 

the time required to refresh the data for the amount of 

data 10,002,137 is 138.466 seconds. Details of the 

time spike in refreshing the materialized view can be 

seen in Table 1. 
 

 
Figure 8. A basic query for LO report formation 

 

The basic query to be able to form an LO report 

is presented in Figure 8. 
 

Table 2. LO reports experimental results (seconds) 

Raw Data Index Partition MV 

29.976 0,079 0,069 0,022 

72.550 0,99 0,112 0,018 

137.163 0,183 0,175 0,022 
258.695 0,299 0,333 0,021 

468.408 0,454 0,47 0,046 

750.630 0,658 0,594 0,052 
999.213 0,916 0,822 0,069 

1.335.663 1,236 1,084 0,078 

1.772.295 1,725 1,435 0,118 
2.108.382 2,042 1,87 0,13 

2.502.068 2,537 1,996 0,163 

2.957.039 2,976 2,337 0,153 
3.523.279 3,407 3,002 0,183 

4.263.159 5,255 3,526 0,238 

5.032.893 5,982 4,094 0,262 
5.860.514 7,337 4,964 0,278 

6.801.181 7,81 5,831 0,349 

7.764.000 8,396 6,143 0,49 
8.833.705 12,021 7,796 0,514 

10.002.137 15,199 7,807 0,572 

The query execution time to form the LO report 

using the table view with the indexing method takes 

0.079 seconds, for the partitioning method, it takes 

0.069 seconds while the materialized view table is 

0.022. The execution time of this query increases 

along with data growth, where the data amount is 

10,002,137 table rows, with the indexing method the 

time required is 15.199 seconds, the partitioning 

method takes 7.807 seconds while the materialized 

view table is 0.572. In Table 2, it can be seen that the 

time required increases along with the growth in the 

amount of data, especially in the index and partition 

methods. 
 

 
Figure 9. A basic query for generating LPE reports 

 

The basic query to be able to form an LPE report 

is presented in Figure 9. 
 

Table 3. LPE reports experimental results (seconds) 

Raw Data Index Partition MV 

29.976 0,058 0,061 0,022 

72.550 0,105 0,11 0,013 
137.163 0,165 0,205 0,024 

258.695 0,291 0,359 0,026 

468.408 0,587 0,42 0,051 
750.630 0,761 0,642 0,059 

999.213 1,142 0,839 0,062 

1.335.663 1,391 1,26 0,069 
1.772.295 1,826 1,485 0,101 

2.108.382 2,099 1,768 0,103 

2.502.068 2,516 2,237 0,117 
2.957.039 3,054 2,364 0,129 

3.523.279 4,386 3,116 0,135 

4.263.159 4,582 3,682 0,196 
5.032.893 6,332 4,26 0,217 

5.860.514 6,111 4,91 0,221 
6.801.181 8,28 5,655 0,288 

7.764.000 7,32 6,194 0,317 

8.833.705 9,191 7,329 0,37 
10.002.137 10,814 8,17 0,354 

 

The query execution time to form an LPE report 

using a table view with the indexing method takes 

0.058 seconds, for the partitioning method, it takes 

0.061 seconds while the materialized view table is 
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0.022. The execution time of this query increases 

along with data growth, where the amount of data is 

10,002,137 rows in the table view using the indexing 

method. The time required is 10.814 seconds, the 

partitioning method takes 8.17 seconds while the 

materialized view table is 0.354. In Table 3, it can be 

seen that the time required increases along with the 

growth in the amount of data, especially in the index 

and partition methods. 
 

 
Figure 10. A basic query for forming the Balance Sheet report 

 

The basic query to be able to form a Balance 

Sheet report is presented in Figure 10. 
 

Table 4. Results of the Balance Sheet Experiment (seconds) 

Raw Data Index Partition MV 

29.976 0,128 0,151 0,042 
72.550 0,306 0,316 0,04 

137.163 0,572 0,582 0,049 

258.695 0,942 0,963 0,069 
468.408 1,333 1,354 0,151 

750.630 2,291 2,188 0,184 

999.213 3,184 3,011 0,212 
1.335.663 4,557 4,581 0,238 

1.772.295 5,723 5,221 0,362 

2.108.382 6,794 6,374 0,467 
2.502.068 8,111 7,333 1,385 

2.957.039 9,784 8,599 1,478 

3.523.279 11,425 11,162 1,845 
4.263.159 14,137 13,052 2,552 

5.032.893 18,096 15,212 2,79 

5.860.514 19,652 17,757 2,634 
6.801.181 22,309 20,347 3,629 

7.764.000 24,491 21,957 3,765 

8.833.705 28,446 26,281 4,643 
10.002.137 31,316 27,884 4,981 

 

The query execution time to form the Balance 

Sheet report using the table view with the indexing 

method takes 0.128 seconds, for the partitioning 

method, it takes 0.151 seconds while the materialized 

view table is 0.042. The execution time of this query 

increases along with data growth, where the amount 

of data is 10,002,137 rows in the table view using the 

indexing method. The time required is 31.316 

seconds, the partitioning method takes 27.884 

seconds while the materialized view table is 4.981. In 

Table 5, it can be seen that the time required increases 

along with the growth in the amount of data, 

especially in the index and partition methods. 

4. DISCUSSION 

From the research that has been carried out, it 

can be seen that the query execution time on a limited 

amount of data results in a relatively short time. 

However, as the amount of data increases, it can be 

seen that the time required to run the query also 

becomes longer. 

Research conducted by Samidi [9] proves that 

the performance of tables with partitions is better than 

tables with indexes, this is in line with the results of 

this study. Apart from that, research conducted by 

Piotr Bednarczuk [7] also underlines the advantages 

of using partitions on large-scale datasets. 

However, the performance of tables with 

materialized views is more optimal performance than 

index and partition methods. This finding is 

consistent with the results of previous studies, such as 

those reported by Almeida [14] and Witono [16], who 

each chose to use materialized views in certain 

contexts.  

In this research, the results of the query to form 

the basic numbers for the balance sheet still took more 

than 3 seconds for data of more than 6.8 million raw 

data. This is less than ideal if you only use the 

materialized view of the NRC_MV table. For this 

reason, it is necessary to create a separate 

materialized view for the balance sheet report so that 

query report formation can be faster. This applies to 

other reports that require long query times. 

Forming a materialized view table requires quite 

a significant amount of time if the amount of data 

increases. One way to overcome the lag time when 

the materialized view table is being created is to use 

synonyms.  
 

 
Figure 11. Use of synonyms 

 

Synonyms can be used by creating 2 

materialized view tables. In Figure 11, an example is 

created by creating T1_NRC_MV which will be 

refreshed at 06:00 and 18:00, as well as the 

T2_NRC_MV table which will be refreshed at 12:00 

and 24:00. After the refresh is complete, the T1 / T2 

tables will be synonymized with the NRC_MV table 

so that there are no data gaps due to the materialized 

view refresh process. 
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5. CONCLUSION 

Based on the results of experiments carried out, 

there are findings that the query execution time on 

materialized view tables shows faster performance 

compared to tables that use indexing or partitioning 

methods. These results indicate that materialized 

views can provide significant advantages when faced 

with large volumetric data. The decision to choose a 

materialized view can be considered contextually, 

depending on the specific needs and characteristics of 

the data encountered in a database system. 

As a suggestion for future development, you can 

consider the application of cache technology in 

preparing financial reports. Implementing a cache can 

provide a solution to improve performance by storing 

previous query results in memory, thereby reducing 

query execution time on frequently accessed financial 

reports. In addition, the use of cache can provide 

flexibility in handling data changes in source tables, 

by periodically synchronizing the cache according to 

business needs. 
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