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Abstract 

 

Pneumonia is condition which our lungs become inflamed due to infection from viruses, bacteria, or fungi. 

Pneumonia can affect anyone, both adults and children. Because of this, prevention of pneumonia is important. 

Prevention can be done by the process of maintain our immunity and lungs. In this study, had been done classify 

pneumonia based on X-ray images. This study using X-ray images dataset with total data is 5840 images in .jpg 

extensions. With a total number of images from training data is 5216 images and number of images from the test 

data is 624 images. The dataset that used in this research has 2 main classes, namely class normal and pneumonia. 

Normal class indicates that the X-Ray results are not detected with pneumonia. While the pneumonia class 

indicates that the processed X-Ray results are diagnose affected by pneumonia. The purpose of this research is 

building model that can be used to classify pneumonia based on X-Ray images. The classification process carried 

out in this study uses the Convolutional Neural Network method. The purpose of using the CNN method in the 

classification process of this research is because, in the process, CNN can extract features automatically and 

independently, so that the data provided does not need to be preprocessing first, but the data still produces good 

extraction features and can provide accurate classification results.  The results from the testing process is carried 

out to run or perform in the pneumonia classification process, the CNN model built obtained a classification test 

accuracy of 87.82051205635071%. 
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1. INTRODUCTION 

Pneumonia is the infection that occurs in the 

human lungs [1]. Pneumonia usually occurs caused 

by the bacterial infection in the lungs [2]. For details, 

Pneumonia usually caused because the alveoli part in 

the lungs are infected by the fungi, bacteria or viruses 

[3]. It is estimated that around 1.4 million of young 

children die each year because of pneumonia, which 

18% of children who die by the pneumonia infections 

are children that less than five years old [4]. Data 

from 2017 showed that 808,694 people who died due 

to this disease [5]. Shah et. al [6], argued that 

pneumonia is classified as a threatening disease by 

the WHO, which now has more than one million 

premature deaths caused by pneumonia. Pneumonia 

is also very life-threatening especially for people who 

have a compromised immune system, people who 

have respiratory diseases and people who smoke [7]. 

This can happen because people who have these 

diseases or habits, their lungs can be easily attacked 

by diseases, especially pneumonia. Jain et. al [8], 

suggested that pneumonia is the leading cause of 

child mortality in South Asia and Sub-Saharan 

Africa. Pneumonia is a dangerous disease, but can be 

prevented by administering drugs to maintain 

immunity [9]. Although it can be treated with 

medication, the process of treating pneumonia as 

early as possible when it is diagnosed also needs to be 

done [10], considering how dangerous this disease is. 

Therefore, action from the authorities, especially in 

the health sector, is needed [11], to prevent and treat 

pneumonia. 

Image classification is a process to predict data 

based on existing labels [12]. This classification 

process is carried out using different approaches such 

as using an algorithm to search for patterns from data, 

the process of using more complex and numerous 

features and so on [13]. Image classification is part of 

digital image processing. Image processing is part of 

artificial intelligence which performs the process of 

image improvement and analysis [14]. In the medical 

field, image processing can be used to analyze and 

diagnose patients according to their illness [15]. 

Deep learning is the part of Artificial 

Intelligence (AI) process or method that is now be the 

main thing in industry 4.0 (Internet of Things) [16]. 

This because in the process, deep learning has the 

better performance for processing big data when 

compared to the traditional machine learning methods 

[17]. Haque et. al [18], argued that when processed 

the classification using deep learning data does not 

need to be preprocessing, segmentation and feature 
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extraction first so that means the process of deep 

learning can be done directly using just raw data. This 

is can be done because in deep learning section, a 

process is carried out to build an artificial neural 

network that exactly similar to the human brain to 

learn and analyze the data [19]. Janiesch et al [20], 

explained that the implementation of deep learning 

method is very useful for used in processing high-

dimensional data such as processing text, image, 

audio, speech and video data. With this existing 

advantages, deep learning can provide better 

performance for regression and classification tasks 

[21], especially in segmentation of images [22]. 

Ozbayoglu et. al [23], suggested that deep learning 

contains many ANN (Artificial Neural Network) 

layers, so the process of deep learning, produces high-

levels data abstraction modeling. There are many 

layers that used when perform the deep learning 

process that is because in the process, deep iteration 

is carried out so that the model can perform a deeper 

analysis for the data [24]. Therefore, it is not 

surprising that deep learning is now be the common 

technique used for the image classification process or 

task [25]. 

CNN or Convolutional Neural Network is the 

method used to perform deep learning process in 

image processing area. Desai et al [26], suggested that 

CNN is the form of ANN or artificial neural network 

method that widely using to examine, identify or 

classify images. In CNN architecture, neurons are 

implemented in the form of layers, where the layer 

consists of the input layer, the hidden layer and the 

output layer [27]. In its implementation, CNN can be 

used to classify or segment images [28]. CNN in 

concept works like an ordinary artificial neural 

network, but has the characteristic of having neurons 

that contain weights and biases that can be learned 

[29]. These weights and biases are used for neurons 

to connect with other layers [30]. Because of this, 

CNN has the advantage of being able to automatically 

perform detection or classification without having to 

be instructed by humans first [31]. This can be done 

because in the process, CNN performs feature 

extraction automatically using the convolution layer 

that is built [32]. 

This study that conducted will used 

Convolutional Neural Network (CNN) to classify and 

predict pneumonia that will be based on X-Ray result 

images. Purpose from conducting this study that is to 

build the model where that model can be classify 

pneumonia and also aims to see and make predictions 

from the X-Ray results of patients who are given 

diagnosed by pneumonia or not. So that will be hoped 

that earlier action can be taken when it is diagnosed 

as having pneumonia. The purpose from using CNN 

in this research is because CNN method works with 

an artificial neural network (ANN) system, so that in 

the implementation process, can be well done as 

humans learn something. CNN is also used because 

the advantage from the method so can being able to 

perform automatic feature extraction with layers that 

we built so that means can easily used for 

classification and prediction on X-Ray result images. 

In a study that conducted by Mujahid et. al [33], 

discussed about the classification of pneumonia using 

X-Ray result images and pretrained CNN models, 

namely InceptionV3, VGG and ResNet50. The 

purpose from this research that is building model that 

can perform classification based on X-Ray images 

and compare which method is better and more 

efficient to be able to perform the image classification 

process. The results obtained after research and 

testing using the pretrained VGG model get an 

accuracy of 98.06%, with InceptionV3 getting an 

accuracy of 99.29% and using ResNet50 getting an 

accuracy 99.8%. 

Research that had been conducted by 

Cakraborty et. al [34] in 2021 discusses about 

classification process for Covid-19 and pneumonia 

based on X-Ray result images using the CNN transfer 

learning process. The purpose from conducting this 

research is building model that can classify 

pneumonia and covid-19 using X-Ray result images 

and to see the performance of VGG16 to classify X-

Ray result images. Results that obtained from doing 

this study is by using VGG16 transfer learning, 

getting a test accuracy of 97.11%. 

2. RESEARCH METHODS 

2.1. Workflow for classification process 

In the classification process, this research will 

use Jupyter notebook IDE and python programming 

language to implement the system. First, data reading 

and deep learning modeling using CNN are 

performed. The classification process that will be 

perform in this research is divided into 3 stages that 

is training stages, validation stages and testing stages. 

The data used is training data which is divided again 

by 20% for model validation and testing data. The 

purpose of taking 20% as validation data is so that the 

model built does not occur overfitting. In order to be 

able to correctly identify patterns from the data, 

training and testing methodologies shall be applied so 

as to demonstrate that a model is reliable in predicting 

new data. Figure 1 gives a view of the classification 

process. 
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Figure 1. Workflow for classification process 

 

Figure 4 shows the stages of the process taken 

to be able to perform the pneumonia classification 

process based on X-Ray images. An explanation of 

the process is given below. 

1. The first thing to do to perform the image 

classification process is to read the image data 

that will be used either to carry out the training 

process or to carry out the testing process on the 

testing model on the model. 

2. After the data reading process has been carried 

out, the performing split the data into training 

data and testing data. For the train data, it is 

further divided into 20% validation data so that 

later validation can be carried out so that the 

model built does not experience overfitting. 

3. Then after dividing the data, the process of 

building a model with the layers to be used will 

be carried out. For the model to be used, namely 

the Convolutional Neural Network model. In 

this study, layers that had been built are layers 

ranging from convolution to fully-connected 

layers to perform the pneumonia classification 

process based on X-Ray images. The layers used 

and their parameters are given in Figure 2. 

4. After model building and data reading, the data 

augmentation process is carried out. This 

process aims to perform further processing on 

the image so that the processed image can be the 

same and there is no overfitting on the model 

[33]. In this study, the data augmentation 

performed is image rotation by 30, image length 

shifting by 0.2, image width shifting by 0.2, 

shear by 0.2, zoom in image by 0.2. Then the 

augmentation performed on the image is a 

horizontal flip process and uses the fill mode, 

namely nearest. By doing this augmentation, it 

is hoped that the images used in both the training 

and testing processes can be equal in value so 

that there is no gap and cause overfitting when 

the model performs the training and testing 

process. 

5. Then after data augmentation, the model is 

trained to recognize the pattern. While the 

model is training, the validation process will 

also be carried out so that the model built does 

not occur overfitting. After the model is 

completed for training and validation, a testing 

process can be carried out on the model to be 

able to see how the robustness or resilience of 

the model in performing classification. 

6. After the model has completed the testing 

process, the model performance can be 

calculated when perform the process of 

classification. In this process, the performance 

from the model after testing will be calculated 

using the confusion matrix and also the 

classification report so that it can be seen how 

effective and good the model is in classifying 

data. 

 

 
Figure 2. Layer for CNN 

2.2. Dataset 

Pneumonia is a disease that occurs usually 

because it is caused by a bacterial infection in the 

lungs [2]. Pneumonia is caused because the alveoli in 

the lungs are infected by fungi, bacteria or viruses [3]. 

Pneumonia is classified as a threatening disease by 

the WHO which now has more than one million 

premature deaths caused by pneumonia [6]. Purpose 

of doing this research is to perform a classification 

process based on the patient's X-Ray results whether 

the patient is infected with pneumonia or not. So that 

after the diagnosis stage, further medical action and 

treatment can be given as early as possible so that the 

disease does not claim lives. 
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Figure 3. X-Ray normal 

lungs 

Figure 4. X-Ray pneumonia 

lungs 

 

Figures 3 and 4 show image that contains X-Ray 

results from patients with pneumonia (Figure 4) and 

patients without pneumonia (Figure 3). This research 

will use the X-Ray result image dataset. That the 

dataset is obtained from the kaggle.com website. 

Dataset that used divided into two main classes, 

namely class normal and pneumonia. The total 

images used in the dataset in this study were 5840 

images. With a distribution of 1575 data in class of 

normal and 4265 data in class of pneumonia. Of the 

total 5840 data, it is further divided into 5216 training 

data with a distribution of 1341 image data in the 

normal class and 3875 image data in the pneumonia 

class. And testing data as much as 624 image data 

with a distribution of 234 images that include in class 

normal and 390 images that include in class of 

pneumonia. The purpose of dividing the data is to 

later carry out the model training and model testing 

processes. In the testing data, it will be divided again 

by 20% which aims to carry out the validation process 

on the model. So the model that build does not occur 

overfitting. When the data are split, a training process 

will then be performed so that model that build can 

find patterns from the image data used. So that after 

the training process and understanding the pattern 

from the data, the model can perform a new data 

prediction process using test data. 

2.3. Convolutional Neural Network (CNN) 

The method used to perform the deep learning 

in image processing is CNN or Convolutional Neural 

Network. The neurons are created in the CNN 

architecture as the layers, consisting of an input layer, 

a hidden layer and an output layer [27]. In the concept 

of CNN that is works like an ordinary ANN or 

artificial neural network architecture, but had the 

characteristic of having neurons that contain weights 

and biases that can be learned [29]. These weights and 

biases are used for neurons to connect with other 

layers [30]. Because of this, CNN has the advantage 

of being able to automatically perform detection or 

classification without having to be instructed by 

humans first [31]. In the process, there are layers that 

are usually used in the process of building CNN 

models. The layer is a convolutional layer that is used 

to perform feature extraction from given data. For the 

formula of the convolution layer mathematically seen 

in point 1. Where: P is the input, O is the kernel that 

used, and z and j are the indices of P and O, 

respectively. 

(𝑃 ∗ 𝑂)(𝑧, 𝑗) = ∑ ∑ 𝑃(𝑧 + 𝑚, 𝑗 + 𝑛) ∗ 𝑂(𝑧, 𝑗)𝑛𝑚 (1) 

 

Then there is a pool layer that used for reduce 

dimensions of the features so that the computation 

process in the next layer can be faster. In this study, 

the pooling layer used will use the MaxPooling 

process which the process from this MaxPooling 

layer is taking the maximum of value from the 

features that used. For the calculation of the 

MaxPooling layer seen in point 2. 

𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝑋, 𝑌)(𝑖, 𝑗) = 𝑀𝑎𝑥𝑜,𝑝𝑋(𝑖∗𝑠+𝑜),(𝑗∗𝑠+𝑝) (2) 

 

Where: X is the input, Y is the kernel used, i and 

j are matrices for the index of the MaxPooling process 

results. Whereas o and p are the position of the kernel 

(Y) and S is how much the kernel is shifted according 

to the input. 

Furthermore, there is a fully-connected layer 

that had been used for connect results that obtained 

from the process in the convolution layer and the 

pooling layer so that the classification process can be 

carried out later. In each layer, an activation function 

is used to provide a non-linearity process in the 

model. When build model, we also need the 

activation function. Activation function that used in 

the convolutional layer and pooling layer is RELU 

(Rectified Linear Activation) which can be seen 

mathematically in point 3 and fully connected layer 

use activation function Softmax to perform the 

multiclass classification process which seen 

mathematically in point 4. 

𝑅𝐸𝐿𝑈 (𝑖) = 𝑚𝑎𝑥 (0, 𝑖) (3) 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑋_𝑚 ) =
𝑒𝑋𝑚

∑ 𝑒𝑋𝑛𝑘
𝑛=1

 (4) 

 

With: X(m) is the value for class m, while k is 

total classes and then e is euler number = 2.71828. 

2.4. Confusion matrix 

A Confusion Matrix is the measurement metric 

used to determine how well this constructed model 

performs. In this research, the confusion matrix is 

calculated after testing the model. The goal is to find 

out how the performance of the model that has been 

trained when testing. The values that include in the 

confusion matrix are true positive, true negative, false 

positive and false negative. These values also can be 

used to create a report from the classification results 

when using the model. The values in the report are 

recall, f1-score, precision and support. Recall is the 

value that used for see the positive prediction results 

compared to the actual positive value, so that the 
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model's performance is obtained to be able to carry 

out the positive class prediction process correctly. 

Recall calculation is given in point 5. Precision is a 

value used to see the performance of the model in 

carrying out the positive prediction process or can be 

referred to as the accuracy of the model in making 

predictions. To see the balance between Recall and 

Precision values, the f1 score is used. For the 

calculation of the f1 score mathematically can be seen 

in point 7. 

𝑅𝑒𝑐 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔
 (5) 

𝑃𝑟𝑒𝑐 =  
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠
 (6) 

𝑆𝑘𝑜𝑟 𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐∗𝑅𝑒𝑐

𝑃𝑟𝑒𝑐+𝑅𝑒𝑐
 (7) 

 

Example of visualization from the confusion 

matrix that used in this research is given in Figure 5. 

With the number that used is from randomize because 

purpose just for visualize and analyze the matrix.  
 

 
Figure 5. Confusion Matriks Visualization 

 

Figure 5 had been seen the visualization from 

the confusion matrix. Had been seen in the 

visualization, the TP value is 300, the FP value is 100, 

the TN value is 300 and the FN value is 50. These 

values are random values used to visualize the 

confusion matrix. By using this data, we can calculate 

the recall values, precision values and f1-score values 

based from formulas that given in points 5, 6 and 7. 

After calculating the recall, precision and f1-score 

based on random data that already given, the results 

obtained are a recall value of 66.66%, a precision 

value of 83.33% and for the f1 score value obtained 

which is 74.07%. This value will be useful to be able 

to see the performance and evaluate the 

Convolutional Neural Network (CNN) model that has 

been built and trained. 

3. RESULTS AND DISCUSSION 

In this research, we will use the jupyter 

notebook IDE as a tool or tool used to write program 

code to build the system. And as a programming 

language used, namely using Python and several 

python libraries used for the deep learning process. 

The deep learning technic that had been used from 

this research is Convolutional Neural Network or 

CNN algorithm. The purpose from using this 

algorithm is to see how effective the Convolutional 

Neural Network algorithm in order to classifying 

pneumonia based on patient X-Ray result images. 

The data that used to conduct the training and testing 

process is obtained from kaggle.com. After the data 

is inputted, the data reading and data normalization 

process will be carried out so that the inputted image 

becomes in double form or the pixel value ranges 

from 0 to 255. After the normalization process is 

done, another process is perform for the division of 

training and testing data. For training data, that 

divided again into 2 parts, namely train data and 

validation data whose data is taken from 20% of the 

test data. The purpose of dividing the validation data 

is so that when the model is training according to 

epoch or iteration, the model is simultaneously 

validated so that it can see whether overfitting occurs 

or not in the CNN model built. The division of data 

into testing data is intended so that previously trained 

models can be tested so that can meause the 

performance of the model in order to predicting new 

data in addition to training and validation data. The 

calculation of performance in this study is carried out 

using the confusion matrix and also the classification 

report so that it can be seen which model guesses are 

correct or wrong and the final performance of the 

model after the classification process. For 

visualization of the accuracy graph and loss graph 

results that happen during train and validate model 

are given in Figures 6 and 7. 

Figures 6 and 7 show the accuracy and loss 

visualization graphs experienced by builded model 

during the train and validation process. In the graph, 

that can been seen performance that in the 

Convolutional Neural Network model built does not 

experience overfitting because in the process that can 

be seen there is no significant difference from the line 

between training and validation. In the training 

process, the accuracy is 95.73% and in the validation 

process, the model gets an accuracy of 95.69%. For 

the loss value obtained in the training process is 

11.66% and during the validation process, the loss 

value obtained is 11.98%. From the values that 

obtained, that can been seen that the Convolutional 

Neural Network model does not experience 

overfitting. In the training process, using an epoch 

with a value of 50 with an early stopping process 

based on the validation loss value. So that if the 

validation loss value does not see an increase, it will 

be stopped. Therefore, in the train and validation 

process, the epoch stops at a value of 33. Which 

means that after iterating at epoch 33, the validation 

loss value will remain stagnant or show no change, so 

the iteration stops at epoch 33. After had been train 
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and validate, then the model testing process carried 

out again. The purpose of this process is to see the 

performance of the model when faced with new data 

other than the data used to conduct training and 

validation. After the testing process, the 

Convolutional model that has been built gets a testing 

accuracy of 87.82051205635071% or about 88% 

accuracy of the model's accuracy in classification. 

This accuracy is considered good and shows that the 

Convolutional Neural Network that built can 

accurately classify pneumonia diagnose by the X-Ray 

result image that given. After the test process is 

carried out and the accuracy is obtained, so the detail 

performance from the model testing process can be 

calculated. The calculation of performance will use 

the classification report. The results from the 

confusion matrix that had been obtained from the 

testing process given in Figure 8. 
 

 
Figure 1. Accuracy Curve 

 

 
Figure 7. Loss Curve 

 

Figure 8 shows detail result from model testing 

process for pneumonia classification based on the 

given X-Ray image data. Based on confusion matrix 

that obtain, the testing accuracy is 

87.82051205635071% or about 88%. This can be 

explained because the model still makes some wrong 

classifications, namely there are 70 data that should 

be normal but are predicted to be pneumonia and 

there are 6 data that should be pneumonia but are 

predicted to be normal. But behind this, the model can 

classify data well as seen from 164 normal data that 

was successfully guessed by the model and 384 

pneumonia data that was successfully guessed by the 

model. With an accuracy of around 88%, it also 

shows that the model's performance for classification 

is very good and efficient. 
 

 
Figure 2. Confusion matriks for classification with CNN 

 

Then after calculating the confusion matrix, it 

will be carried out again for the classification report 

calculation process. This calculation aims to measure 

the performance and accuracy that obtain from model 

process and see the harmonic value that include in the 

model after testing process. For the classfication 

report value obtained, namely the Precision values, 

Recall values, F1-Score values and Support values. 

For the testing classification report can be seen in 

Figure 9.  

Figure 9 shows the classification report results 

from the testing process of the Convolutional Neural 

Network (CNN) model built to classify and predict 

pneumonia based on the X-Ray images provided. 

That can been seen in Figure 9, the precision value 

that obtain from the class of normal is 96% and the 

precision value from the class of pneumonia is 85%. 

This shows that the Convolutional Neural Network 

Model built can well and accurately detect the normal 

class and is less accurate in detecting the pneumonia 

class. Then the recall value that obtain from the class 

of normal is 70% and the recall value from the class 

of pneumonia is 98%. This shows that the 

Convolutional Neural Network model built can better 

classify the pneumonia class than the normal class. As 

for the F1 score value in the normal class, it is around 

81% and the pneumonia class gets a value of 91%. 

This shows that the pneumonia class gets a harmonic 

value or a balance value between precision and 

recall that is very good when compared to the normal 

class. This can happen because there is a gap in the 

value between precision and recall in the class of 

normal, which affects the harmonic value or balance 

value for the class of normal. For the support value, it 

is obtained from the amount of data carried out to 

carry out the testing process. The support value shows 

that the class of normal data that used during the test 

process is 234 data and the class of pneumonia data 

that used during the test process is 390 data.  

After the process of calculating the precision, 

recall and f1 score values, from that classification 

report also can calculate the micro avg and wighted 
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avg values from the value of precision, value of recall 

and value of f1-score that already obtained. Micro avg 

is a value which is the average from the value is 

already obtained in each precision, recall and f1-score 

value. While the weighted avg value is used to 

calculate the value in each class, but the value will be 

multiplied by the weight value of each class so that it 

can provide an overview from the performance of 

model that built for used to classify each class by 

considering the imbalance in the sample. It can be 

seen in the classifiication report given in Figure 8, the 

avg macro value on the precision metric is 91%, on 

the recall metric is 84% and on the f1-score metric is 

86%. These results indicate that the model built has 

an average value of precision or good accuracy. 

Meanwhile, the weighted avg value obtained in the 

precision metric is 89%, in the recall metric is 88% 

and in the f1-score metric is 87%. This value shows 

that the Convolutional Neural Network built has the 

good performance in performing the pneumonia 

classification process based on the test data. 

 

 
Figure 3. Classification report from CNN Model 

4. DISCUSSION 

An accuracy of 87.82051205635071% was 

achieved during the classification process, following 

tests to classify and predict pneumonia using XRay 

result scans. This accuracy shows that the 

Convolutional Neural Network model built can 

accurately perform the pneumonia classification 

process. The model built can well distinguish 

between images that have normal classes and 

pneumonia classes. However, because the test 

accuracy does not reach 100%, it can still be 

remembered that the model built can make a 

prediction error that the patient is diagnosed with 

pneumonia. From the testing process, the average 

values from precision, from recall and from f1-score 

are 91%, 84% and 86%. So that the Convolutional 

Neural Network that had been built in this research 

can accurately perform classification. In this study, 

the accuracy obtained is 87.82051205635071%, 

which is a good value, but still does not reach the 

perfect value for classification which is 100%. This is 

due to the large number of variations in the image in 

the form of variations in the position in performing 

the X-Ray process, the lighting used and the quality 

of each image contained in the dataset used and also 

because some of the images in the dataset have a 

fairly similar resemblance between the normal and 

pneumonia classes, so that because of the visual 

similarity, the model built can still be wrong in the 

prediction and classification process. 

Many studies have also been conducted to 

classify and predict pneumonia using the CNN 

method. For the process of accuracy results carried 

out in other studies can be seen in Table 1. Based on 

Table 1 had been seen the comparison results from 

the accuracy of the Convolutional Neural Network 

model testing results that have been carried out in 

previous studies with the model created in this study. 

As had been seen in the table, the Convolutional 

Neural Network model built in this study obtained 

good accuracy when compared to the tests that have 

been carried out. It proves that a model developed in 

this study is capable of performing the pneumonia 

classification process more accurately. The results 

also show that, when it comes to pneumonia 

prediction using Xray images, the model which was 

used in this study is more efficien. 

 
Table 1. Comparation on previous research 

Research Method Testing Accuracy 

[35] CNN with Extreme Learning Machine 80.77% 

[36] CNN 77.56% 

[37] CNN 87.65% 

[38] CNN, pre trained CNN VGG16 and ResNet50 CNN is 75%, VGG16 is 80% and ResNet50 is 85% 

Our CNN 87.82051205635071% 

5. CONCLUSION 

After this study has carried out the testing 

process and also the discussion process to build a 

Convolutional Neural Network model that can be 

useful for performing the classification process based 

on X-Ray result images, can concluded that model 

had been built can properly perform the pneumonia 

classification process based on the patient's X-Ray 

result image. This can be proven from the accuracy 

obtained in the model testing process, which obtained 

an accuracy of 87.82051205635071%, and obtained 

the best precision value of 96% obtained in the class 

of normal. The best recall value is 98% in the class of 

pneumonia and the best f1-score value is 91% in the 

class of pneumonia. From these values, can be 

concluded that the Convolutional Neural Network 

model built in this study can accurately and well 

perform the classification process that patients have 

pneumonia or normal based on X-Ray images. 

It is expected that it will be capable of using 

more sophisticated methods in future research. Such 

as using transfer learning Convolutional Neural 

Network or existing architectures such as VGG16, 

DenseNet, MobileNet, GoogleNet, and others. In 

future research, also expected to able adding more 

layers to the layers that will be used so that the 

Convolutional Neural Network model built can be 
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more complex and is expected to be more accurate to 

carry out the classification process. In the future also 

expected to able carry out the multi-class 

classification process and by using colored images. 
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