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Abstract 

 

Nowadays, decision support systems have gained wide popularity not only in private companies but also in 

government sectors. These systems play a crucial role in assisting leaders during the decision-making process. 

The effective functioning of the government heavily relies on employee performance, which requires discipline in 

carrying out their duties and responsibilities. Employee discipline is closely linked to their attendance, including 

leave-taking. Therefore, analyzing employee leave data can reveal trends and interrelationships, providing leaders 

with valuable information and insights for determining employee leave policies. To address this issue, data mining 

applications such as the Light Gradient Boosting Machine (LightGBM) regression prediction model can be 

utilized. This model takes into account factors like gender, age, and the starting year of leave to predict the number 

of employees who take annual leave simultaneously with holidays. Additionally, clustering algorithms like K-

Means can be employed to group reasons for leave into clusters, identifying common leave patterns among 

employees. In this study, employee leave application data from January 2018 to July 2022 was collected from the 

Leave module within the HRIS (Human Resource Information System) application. The research outcomes 

encompass a dashboard visualization presenting descriptive analysis and modeling using LightGBM. The 

modeling results yielded reasonably accurate predictions, as evidenced by model testing that showed a difference 

of only 1 employee. Additionally, K-Means clustering formed 4 clusters of leave reasons, with the majority being 

family-related, illness, childcare, and elderly care. The dashboard can be used by management as a consideration 

for approving employee leaves, ensuring well-planned leave scheduling for the following year and minimizing 

disruption to work execution in each department. 
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1. INTRODUCTION 

The progress of an organization is greatly 

influenced by its human resources, which are 

considered its primary assets  [1].Factors such as 

heavy workloads, high work pressure, and repetitive 

daily tasks can contribute to increased stress levels 

and boredom among employees, ultimately leading to 

a decline in performance [2]. To maintain optimal 

employee performance, it is necessary for employees 

to take leave, allowing them to rest and recover both 

physically and psychologically for a specific period 

of time. Leave is a fundamental right for every 

employee [3]. However, when a significant number 

of employees take leave simultaneously, particularly 

around religious holidays, it can have a significant 

impact on work operations, especially for service-

oriented organizations. Therefore, effective 

management of employee leave becomes crucial in 

ensuring the smooth continuity of business processes 

within the organization. 

The Ministry of Finance has an existing system 

in place for managing employee leave, specifically 

the Leave module within the HRIS (Human Resource 

Information System) Application. Within this 

module, employees provide details regarding the start 

and end dates of their leave, reasons for their leave, 

as well as contact information such as addresses and 

phone numbers for communication during their 

absence. The decision to grant employee leave is 

influenced by two main factors, the chosen dates for 

leave and the reasons provided. Approving leave 

dates requires careful consideration of the 

organization's work plan to minimize any significant 

impact on operations due to employee absence. 

Furthermore, the reasons stated for leave help 

determine the level of urgency in granting employee 

requests. Since employees submit diverse reasons for 

their leaves, it becomes necessary to classify 

frequently cited leave reasons. These classifications 

can then be incorporated as parameters within the 

Leave module of the HRIS Application. 
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In order to enhance the efficiency of the leave 

approval process, it is necessary to implement a 

system that utilizes data mining techniques to analyze 

information regarding trends in employee leave-

taking, frequent leave-takers, and the annual 

percentage of employee leaves. By doing so, valuable 

insights can be generated, serving as useful references 

or recommendations for leaders when approving 

employee leave requests in alignment with 

organizational requirements. 

Past studies have explored various decision 

support systems for determining employee leave. For 

instance, [4]developed a system using the Technique 

for Order Preference by Similarity to Ideal Solution 

(TOPSIS) method. [5] focused on the Army's 

financial education center and utilized the Simple 

Additive Weighting (SAW) method with attendance 

criteria. Similarly, [6] also employed the SAW 

method for employee leave applications. Another 

study by [7] combined the Evaluation based on 

Distance from Average Solution (EDAS) approach 

with the Pivot Pairwise Relative Criteria Importance 

Assessment (PIPRECIA) method to build an HRIS 

application with decision support system features. 

In terms of data mining approaches, [2] utilized 

the description method to present information on the 

most frequently taken leave categories by employees. 

On the other hand, [8] employed clustering 

techniques, specifically the Affinity Propagation 

algorithm, to analyze disease patterns based on sick 

leave data and employee health. Other research on 

employee leave primarily focuses on developing 

information systems or leave management 

applications, as exemplified by the following studies. 

[9] developed a web-based employee information 

system due to the manual recording of employee data 

using an iterative methodology. [10] built a web-

based employee leave application website using 

WhatsApp blast using a waterfall methodology 

because to streamline the manual leave application 

process and facilitate obtaining supervisor signatures. 

[11]–[14] also developed a web-based leave 

application information system due to the manual 

recording of employee data using a waterfall 

methodology. On the other hand, [15] developed a 

Java-based leave application information system 

using a waterfall methodology. 

As described earlier, there is a scarcity of 

research specifically focusing on decision support 

systems for determining employee leave, particularly 

those leveraging data mining methods. Therefore, we 

conduct research in this area, specifically employing 

classification and clustering techniques within data 

mining. The LGBM method was chosen due to its 

relatively high accuracy, especially when dealing 

with complex and unstructured data. On the other 

hand, K-Means was selected for its simplicity and 

ease of implementation, as it is a commonly used and 

straightforward approach for clustering. 

2. RESEARCH METHOD 

2.1. Research Stages 

The research stages conducted in this study are 

illustrated in the provided diagram. 

 

 
Figure 1. Research stages 

 

Figure 1 depicts the sequential stages 

undertaken in the research. The process commences 

with a comprehensive review of relevant literature 

from journals or libraries pertaining to the research 

topic. Subsequently, data collection is performed, 

which serves as the basis for analysis. The dataset 

utilized is obtained from the HRIS application 

database and comprises a solitary table containing 

414,809 rows and 36 columns. Following data 

collection, the data undergoes preprocessing or 

preparation utilizing various data cleansing 

techniques. To obtain the best prediction model or 

algorithm, changes were made to the data type of the 

'LeaveStartYear' column. It was initially categorical 

and converted to numerical. Additionally, the 

'EmployeeID' and 'NumberofDaysApproved' 

columns were removed during the prediction process.  

Furthermore, parallel prediction analysis was 

conducted using the Light Gradient Boosting 

Machine (LightGBM) regression method and K-

Means clustering on the prepared data. These two 

methods do not mutually influence each other but are 

expected to complement each other in providing input 

or recommendations to the management. The 

LightGBM method is used to predict the number of 

employees who will apply for leave based on certain 

criteria. Meanwhile, the K-Means method aims to 

cluster the reasons for employee leave and determine 

the average difference in days between the 

submission date and the start date of leave. The 
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resulting model from the analysis stage is evaluated 

to determine its efficacy. The final stage encompasses 

drawing conclusions based on the research findings. 

2.2. Data Mining 

Data mining involves extracting valuable 

patterns from extensive datasets, resulting in 

knowledge that can be categorized into two main 

types, namely predictive and descriptive [16]. The 

Cross-Industry Standard Process Model for Data 

Mining (CRISP-DM) is a widely used methodology 

in data mining, comprising six stages: (1) Business 

Understanding, which focuses on comprehending the 

organization's business processes; (2) Data 

Understanding, which entails understanding the data; 

(3) Data Preparation; (4) Modeling, where algorithms 

are utilized as needed; (5) Evaluation, which assesses 

the outcomes of the modeling; and (6) Deployment 

[17]. 

Data mining encompasses various techniques, 

including classification and clustering. Classification 

involves grouping data into classes or labels based on 

predetermined criteria, considering variables from 

existing data groups [18]. For classification, the 

dataset utilized should possess a target label or 

attribute [19]. On the other hand, clustering involves 

grouping data based on similarities or shared 

characteristics [20]. The main distinction between 

clustering and classification lies in the absence of a 

target variable used to group data in the clustering 

process  [21]. 

2.3. Light Gradient Boosting Machine 

(LightGBM) 

Light Gradient Boosting Machine (LightGBM) 

is an alternative version of Gradient Boosting that 

employs the leaf-wise algorithm to construct 

Decision Trees in a vertical manner. In the leaf-wise 

algorithm, branches are continuously added until they 

cannot be further subdivided and reach the maximum 

depth. LightGBM incorporates the Gradient-based 

One-Side Sampling (GOSS) algorithm to reduce the 

volume of data by focusing on instances with 

significant gradients while disregarding those with 

small gradients. However, this approach introduces 

bias towards samples with larger gradients and alters 

the original data distribution. To address this, random 

sampling is conducted for data with small gradients.  

Furthermore, LightGBM implements Exclusive 

Feature Bundling (EFB) to address sparsity in the 

dataset. This technique combines certain features, 

resulting in a reduced number of features while still 

preserving the crucial ones [22]. 

Assuming a raw dataset with 𝑁 = {1, 2, ..., 𝑛} 

samples, the LGBM model consists of 𝑇 = {1, 2, ..., 

𝑡} trees.  The final prediction after 𝑡 iterations is 

obtained by summing the prediction from the first (1 

- 𝑡) trees and the 𝑡th tree. The iteration process is 

outlined as follows [23], [24]: 

𝑦
𝑖
^(𝑡) = 𝑦

𝑖
^(𝑡−1) + 𝑓𝑖(𝑥𝑖) (1) 

For the 𝑡th iteration, the predicted value of the i-

th sample, denoted as 𝑦𝑖
^(𝑡)

. While, 𝑦𝑖
^(𝑡−1)

 denotes 

the previously generated tree model and 𝑓𝑖(𝑥𝑖) 

denotes the newly built model. Thus, according to 

equation (1), each new prediction is derived by 

considering the residual and the previous prediction. 

The training process is further described in 

equation (2). Additionally, a regularization term is 

introduced to reduce the complexity of the model and 

enhance its applicability to other datasets, as 

illustrated by equation (3). 

{

𝑦𝑖
^(0)

= 0

𝑦𝑖
^(𝑖)

= 𝑓1(𝑥𝑖) = 𝑦𝑖
^(1)

+ 𝑓1(𝑥𝑖)

𝑦𝑖
^(2)

= 𝑓1(𝑥𝑖) + 𝑓2(𝑥𝑖) = 𝑦𝑖
^(1)

+ 𝑓2(𝑥𝑖)

 (2) 

 

ℒ(𝑡)=∑ 𝑙(𝑦𝑖,𝑦𝑖
^(𝑡−1)

+𝑓𝑡(𝑥𝑖))+∑ Ω(𝑓𝑡)𝑇
𝑡=1

𝑛
𝑖=1

Ω(𝑓)= 𝑇𝛾 +
1

2
𝜆 ‖𝜔‖2

 (3) 

 

Where 𝑦𝑖  is the actual value, and 𝑦𝑖
(𝑡)

 is the 

predicted value. ∑ 𝑙 represents the sum of losses 

between each group 𝑦𝑖  and 𝑦𝑖
(𝑡)

, while Ω(𝑓𝑡) is the 

regularization term. 𝑇 denotes the number of leaves, 

and 𝜔 represents the leaf weight. Coefficients 𝜆 and 𝛾 

are included, with default values set as 𝛾 = 0 and 𝜆 = 

1. 

2.4. K-Means 

The K-Means algorithm is a data mining 

technique used to group or cluster data based on their 

proximity, conditions, criteria, or characteristics. It 

aims to ensure that data within the same cluster have 

the shortest distance and share similar conditions, 

criteria, or characteristics [25]. The steps involved in 

clustering using the K-Means algorithm are as 

follows: 

a. Determine the desired number of clusters (k). 

b. Randomly initialize k centroids using the 

formula (4): 

𝑑(𝑖, 𝑘) = √∑ (𝐶𝑖𝑗 − 𝐶𝑘𝑗)2𝑚
𝑖  (4) 

c. Calculate the distance between each data point 

and the centroids from the previous step using 

the Euclidean Distance equation (5) as follows: 

𝑚𝑖𝑛 ∑ −𝛼𝑖𝑘
𝑖
𝑘 −= √∑ (𝐶𝑖𝑗 − 𝐶𝑘𝑗)2𝑚

𝑖  (5) 

d. Group each data point based on its closest 

distance to its centroid using the following 

equation (6): 

𝐶𝑘𝑗 =
∑ 𝑥𝑖𝑗

𝑖
𝑘

𝑝
 (6) 
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e. Determine the new centroid positions (k). 

f. Repeat steps c and d if the new centroid 

positions are not the same as the previous 

centroids. 

To determine the optimal number of clusters, the 

elbow method is employed, which visually examines 

the consistency of the best number of clusters by 

comparing the differences in the sum of squared 

errors (SSE) for each cluster. The graph typically 

forms a distinct angle when the most significant 

difference occurs, indicating the optimal number of 

clusters [26]–[28] The SSE is calculated using the 

equation (7): 

𝑆𝑆𝐸 = ∑ ∑ ‖𝑋𝑖 − 𝐶𝑘‖2
𝑥𝑖𝜖𝑆𝑘

𝑘
𝑘−1  (7) 

 

Here, 𝑋𝑖 represents the attribute value of the 𝑖-
th data point, and 𝐶𝑘 is the attribute value of the 

centroid of cluster 𝑘. The process starts with 

calculating for k=2 and iteratively increments the 

value of k by 1. The number of clusters and associated 

error are computed for each value of k. The error 

typically decreases significantly at certain values of k, 

after which it reaches a stable point. 

To evaluate the quality of the resulting clusters, 

the silhouette value analysis method is used [29][30]. 

The silhouette value is calculated by considering the 

intra-cluster distance (a), and the average nearest-

cluster distance for each data point. The silhouette 

value can be interpreted into three categories: 

a. A value close to +1 or positive indicates that the 

data point is correctly assigned to its cluster. 

b. A value close to 0 suggests that the data point 

may belong to another cluster as well. 

c. A value close to -1 or negative implies that the 

data point is in the wrong cluster. 

3. RESULT AND DISCUSSION 

3.1. Data Collection 

The data collection process commences by 

conducting interviews with employees responsible 

for managing leave data using the Leave module in 

the HRIS application. These interviews aim to 

understand the workflow of employee leave 

management. Additionally, discussions with 

application developers are held to comprehend the 

data structure and obtain necessary permissions to 

access relevant databases. Once access is granted, 

data is extracted from the production area (data 

source) to the staging area using Microsoft Visual 

Studio. The extracted data is then exported into CSV 

format for subsequent processing. The dataset utilized 

in this study comprises leave application data for all 

employees of the Ministry of Finance, including 

approved, unapproved, and pending applications 

from January 2018 to July 2022. 

 

 
Figure 2. Inisial dataset for employee leave application 

 

The acquired dataset consists of a single table 

containing 414,809 rows and 36 columns, as depicted 

in Figure 2. It encompasses various information such 

as employee details, organizational units, destination 

cities for leave, leave dates, and reasons for leave. 

Details in the initial dataset which include column 

names, count, and data types are shown in Figures 3. 
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Figure 3. Initial dataset details 

3.2. Data Preparation 

To enable data analysis, it is essential to 

preprocess the data by making modifications such as 

removing or rectifying characters, adding or 

eliminating columns, and altering the data format to 

enhance comprehensibility. The steps taken in data 

preprocessing include: 

a. Case Folding: This entails converting the text's 

letter format to lowercase. Non-alphanumeric 

characters like punctuation marks and spaces are 

treated as delimiters. 

b. Tokenization: This technique involves dividing 

the text into smaller units such as words, 

sentences, or bi-grams, while retaining the 

punctuation symbols. 

c. Stopword Removal: This process involves 

filtering out common words and retaining 

significant and unique words from the tokenized 

results. 

Some adjustments were made, as seen in Figure 

3, where certain columns such as 'ApprovalDate1', 

'ApprovalDate2', and 'DeterminationDate' displayed 

as object data type instead of the expected datetime 

data type. Therefore, it was necessary to change their 

data type accordingly. Additionally, there were some 

columns with missing values, such as 

'ReasonsforRejection' and 

'ReasonsforPostponement', where the number of non-

null values was less than the total number of records. 

This aligns with the number of leave requests that 

were rejected, resulting in those columns being empty 

for approved leaves. To aid in the analysis, several 

columns were added, including ‘LeaveStartYear’, 

‘Age’, ’EidDay’, ’ChristmasDay’, ‘SeclusionDay', 

‘DifferenceStartsLeave', dan ‘LeaveWithHolidays’. 

Furthermore, an examination of outlier distribution 

was conducted, and outliers were removed to 

generate a robust model. 

 

 
Figure 4. Dataset of preprocessed data 
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After adjusting the data types, organizing the 

data (e.g., annual leave, leave approval, leave 

coinciding with holidays), and eliminating outliers, 

the resulting dataset containing 414,809 rows and 46 

columns, as depicted in Figure 4, is ready for further 

analysis. 

3.3. Data Modeling 

3.3.1. Descriptive Analysis 

To identify the number of employees who take 

the most leave together with holidays or joint leave, 

categorized by Echelon I and gender, a descriptive 

analysis was carried out on the prepared dataset. The 

analysis uses the 'Es1' column and the 'Number of 

Employees' column which represents the count of 

'Employee ID' grouped by 'IDRefGender', 'Age', 

'Es1', and 'LeaveStartYear' for approved leave from 

the preprocessed dataset. The dataset used to perform 

descriptive analysis is presented in Figure 4. 

 

 
Figure 5. Dataset for descriptive analysis 

 

Based on the dataset in Figure 4, a descriptive 

analysis was visualized to showcase the number of 

employees who took leave in conjunction with 

holidays based on Echelon I. 

 

 
Figure 6. Descriptive analysis based on Echelon I Unit 

 

 
Figure 7. Descriptive analysis based on Echelon I Unit per year 

As shown in Figure 5 and Figure 6, the 

Directorate General of Treasury holds the highest 

ranks in both total period and yearly comparison, with 

1.754 employees. Furthermore, a descriptive analysis 

was conducted to describe the number of employees 

who took leave in conjunction with holidays based on 

gender within each Echelon I Unit. 

 

 
Figure 8. Descriptive analysis based on gender per Echelon I Unit 

 

According to Figure 7 above, it is evident that, 

on average, male employees took more annual leave 

in conjunction with holidays (Nyepi, Lebaran, and 

Christmas) than female employees during the period 

from January 2018 to July 2022. 

3.3.2. Predictive Analysis Using LightGBM 

Method 

Predicting employees who take annual leave 

along with holidays or collective leave is achieved 

through modeling with the LightGBM algorithm. The 

predictor variables used include gender, age, echelon 

1, and the year in which the leave commenced. 

Initially, a comparison of various regression methods 

is performed using the PyCaret library. 

 
Figure 9. Comparison of several regression methods 

 

Based on the findings presented in Figure 8, it 

can be deduced that the LightGBM model exhibits the 

highest R2 value of 0.5077, establishing it as the most 

effective regression model. An R2 value ranging from 

0.50 to 0.75 suggests a moderate correlation between 

the independent variable and the dependent variable 

[31]. 
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Figure 10. The residual graph of the LightGBM regression 

modeling results 

 

Figure 9 presents the residual graph illustrating 

the results of the LightGBM regression modeling. 

The R2 value for the training data is 0.736, while it 

decreases to 0.522 for the testing data. This implies 

that 52.2% of the leave data variables can be 

accounted for by variations in independent variables 

such as age, gender, echelon 1, and the year of starting 

leave. The remaining portion can be attributed to 

other factors outside the scope of this study. 

 

 
Figure 11. Important features in prediction 

 

Regarding important features in prediction, 

Figure 10 highlights age as the most influential 

feature in the best model. Subsequently, two 

prediction tests were conducted using the regression 

modeling results, focusing on 10 rows from the 

dataset used in the descriptive analysis. 

 

 
Figure 12. Leave dataset 

 

 
Figure 13. Rows 46 for prediction test 

 

Figure 11 is the original dataset that was also 

used in the previous descriptive analysis. Figure 12, 

on the other hand, illustrates the first prediction test 

involving row number 46 of the original dataset. In 

this case, the employee who took leave is 24 years old 

and commenced the leave in 2019. 

 

 
Figure 14. First prediction test 

 

Figure 13 illustrates the results of the first 

prediction test. The objective of this test is to predict 

whether an employee who is 24 years old and started 

their leave in 2020 will take annual leave along with 

joint leave. The prediction result in Figure 13 

indicates that there are 10 employees who meet these 

criteria. By comparing this prediction result to the 

original dataset in Figure 11, it can be observed that 

the number of employees with these characteristics, 

specifically at Echelon 1 of the Directorate General 

of State Assets and starting leave in 2020, is close to 

row 47. In that row, the original dataset shows 9 

employees, whereas the prediction result suggests 10 

employees. Hence, it can be concluded that the first 

prediction result is relatively close to the original 

data. 

 

 
Figure 15. Second prediction test 

 

Similarly, Figure 14 represents the second 

prediction test, which also employs the same row as 

the first test, namely row 46 from the original dataset. 

However, in this case, the prediction is made for a 24-

year-old employee starting leave in 2021. The 

predicted label indicates that there are 4 employees 

who would take annual leave along with joint leave 
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based on these criteria. Comparing this with the 

original dataset in Figure 11, where the number of 

employees meeting these criteria is found at Echelon 

1 of the Directorate General of State Assets and 

starting leave in 2021, it closely aligns with row 48. 

The original dataset displays 3 employees in that row, 

while the prediction result suggests 4 employees. 

Therefore, the prediction results are reasonably close 

to the original data. 

3.3.3. Predictive Analysis Using K-Means Method 

Clustering prediction using the K-Means 

method was performed on the leave dataset with 

rejected status, as the process run by PyCaret took too 

long and couldn't display prediction results when 

using the dataset with both approved and rejected 

status. Thus, initial modeling was conducted on the 

subset of the dataset with rejected status. 

 

 
Figure 16. Leave dataset filter results 

 

Figure 15 presents a subset of rows from the 

dataset used for clustering with the K-Means 

algorithm. The evaluation of the data clustering 

quality was carried out using the silhouette 

coefficient, considering different combinations of 

input cluster values. 

 

 
Figure 17. Silhouette value of clustering with K-Means algorithm 

 

The silhouette value obtained for the K-Means 

clustering, as shown in Figure 16, is 0.2278. This 

value indicates a relatively weak cluster structure, 

prompting the need for further experimentation using 

the elbow method to determine the optimal number of 

clusters (k). 

 

 
Figure 18. Elbow graph 

 

Figure 17 presents the elbow graph, where the 

x-axis represents the number of clusters (k), and the 

y-axis displays the sum of squared errors (SSE) as an 

error measure. The graph clearly demonstrates a 

significant decrease in error when k changes from 2 

to 3 and from 3 to 4, followed by a slower decrease 

until k=10.  The "elbow" shape in the graph occurs at 

k=4, indicating that it is the best value of k for this 

study. The modeling results using the K-Means 

algorithm with k=4 are presented in Figure 18 to 

Figure 21. 

 

 
Figure 19. Cluster 0 

 

Figure 18 showcases cluster 0, which reveals 

that rejected leave applications in this cluster have an 

average difference of 3 days between the application 

date and the start date of leave. The average age of 

employees applying for leave is 50 years old, and the 

average duration of leave applied for is 2 days. The 

three most common reasons for leave in cluster 0 are 

family needs, illness, and children. 

 

 
Figure 20. Cluster 1 

 

Cluster 1, shown in Figure 19, is the cluster with 

the highest frequency of leave requests. Within this 

cluster, rejected leave applications have an average 

difference of 2 days between the application date and 

the start date of leave. The average age of employees 

applying for leave is 31 years old, and the average 

duration of leave applied for is 1.5 days. The top three 

reasons for leave in cluster 1 are family needs, illness, 

and children. 

 

 
Figure 21. Cluster 2 

 

Figure 20 illustrates cluster 2, where rejected 

leave applications exhibit an average difference of 5 

days between the application day and the start day of 

leave. The average age of employees applying for 
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leave in this cluster is 34 years, and the average 

duration of leave applied for is 2 days. The primary 

reasons for leave within cluster 2 are family needs, 

illness, and children. 

 

 
Figure 22. Cluster 3 

 

In Figure 21, cluster 3 is presented, representing 

rejected leave applications with an average difference 

of 18 days between the application day and the start 

day of leave. The average age of employees applying 

for leave in this cluster is 35 years, and the average 

duration of leave applied for is 3 days. The top three 

reasons for leave within cluster 3 are family needs, 

parents, and children. 

Based on the 4 clusters formed, the majority of 

reasons for leave are family-related, illness, childcare, 

and eldercare, albeit in different orders and quantities. 

Furthermore, there is a significant difference in the 

average age of employees requesting leave between 

cluster 0 and the other three clusters, with cluster 0 

having an average age of 50 years, while the other 

three clusters fall within the range of 31-35 years. 

Based on the average number of days between the 

leave application date and the start of leave, it can be 

observed that employees in cluster 3 have better leave 

planning compared to those in cluster 1. 

3.4. Evaluation 

The performance of the model developed in the 

previous stages is assessed to determine its 

effectiveness. The LightGBM regression model, 

which achieved an R2 value of 0.5077, emerged as 

the best prediction method. Through two prediction 

tests, the prediction results are closely aligned with 

the original data. Hence, the LightGBM regression 

model, incorporating gender, age, echelon 1, and year 

of leave start as independent variables, proves 

capable of accurately predicting the number of 

employees taking annual leave alongside holidays. 

Nonetheless, incorporating additional independent 

variables is recommended to enhance the accuracy of 

the predictions. 

Regarding the K-Means clustering approach, the 

silhouette value of 0.2278 indicates that the data 

points are correctly assigned to their respective 

clusters. To determine the optimal number of clusters 

(k) for improved accuracy, the Elbow method was 

employed. Based on the Elbow method graph, the 

value of k = 4 was selected since it exhibits an 

"elbow" shape in the graph, indicating a significant 

decrease in error up to that point. 

4. DISCUSSION 

Leave is a crucial benefit provided to employees 

to facilitate their physical and mental well-being. 

However, when a significant number of employees 

request leave at the same period, it becomes crucial to 

effectively manage the leave systems to maintain the 

continuity of the organization's business processes. 

Previous research in the field of leave 

management decision support systems, as mentioned 

in the introduction, has explored various methods 

such as TOPSIS, SAW, EDAS, and PIPRECIA. 

However, limited research has been conducted in the 

domain of data mining specifically related to leave 

management, with only descriptive and affinity 

propagation methods being employed. 

This study adopts the CRISP-DM methodology, 

encompassing stages ranging from a comprehensive 

literature review to evaluation, utilizing data obtained 

from the Leave module in the HRIS application. The 

modeling techniques employed involve regression 

prediction using LightBGM to forecast the number of 

employees likely to take annual leave alongside joint 

leave, and K-Means clustering to categorize the 

reasons for leave. The initial dataset of 414,809 data 

rows and 46 columns was then cleansed and analyzed 

using python language. The modeling results derived 

from the analysis are thoroughly evaluated, leading to 

the formulation of conclusive findings. 

From the analysis results using LGBM 

modeling and K-Means clustering, predictions were 

obtained for leave-taking and clustering of common 

reasons employees use for taking leave. The LGBM 

prediction results achieved accuracy in determining 

employees who take leave simultaneously. 

Meanwhile, the K-Means method resulted in 4 

clusters of leave reasons. 

5. CONCLUSION 

Predictive analysis was conducted using 

regression and clustering methods. Among the 

regression algorithms compared, the LightGBM 

algorithm demonstrated the best performance with an 

R2 value of 0.5077. The predictions generated by this 

model closely matched the original data in two 

separate tests. Therefore, the LightGBM regression 

model, utilizing independent variables such as 

gender, age, echelon 1, and leave year, can effectively 

predict the number of employees taking annual leave 

along with holidays. This provides valuable insights 

for decision-makers when granting or approving 

employee leave. 

Meanwhile, the K-Means clustering algorithm 

was used to group the reasons for employee leave, 

offering recommendations for setting leave reason 

parameters in the HRIS application's Leave module. 

Additionally, it provided insights into the average 

difference in days of leave requests that are likely to 

be rejected. Analysis revealed that most rejected 

leave applications had no difference in days between 
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the application and the start of leave, indicating a high 

likelihood of rejection. The clustered reasons for 

leave included family, illness, children, and parents, 

which can inform the selection of leave reason 

parameters in the HRIS application's Leave module. 

For future research, it is recommended to 

analyze leave data encompassing both approved and 

rejected statuses to improve prediction accuracy. 

Comparisons using combinations of additional 

variables would allow for a better understanding of 

the characteristics of different clusters. Furthermore, 

analyzing leave data with more comprehensive 

holiday and joint leave dates could lead to more 

accurate predictions regarding the number of 

employees taking annual leave alongside specific 

holidays or joint leave periods. Exploring the 

incorporation of other independent variables is also 

highly advised in order to obtain more precise 

prediction outcomes. 
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