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Abstract 

 

The pandemic period can change the habits of a person and organization, where all meetings are not held face-

to-face/offline but virtually, so it is not uncommon for meetings to be attended by employees who are not Persons 

in Charge (PIC) on certain meeting topics. This study aims to identify trends in time, day, and duration of meetings 

within the Secretariat General of the Ministry of Finance and to cluster meeting matters into several themes so 

that further identification can be carried out to provide recommendations for units having duties related to the 

meeting using networking analysis. This study uses the Natural Language Processing (NLP) method with Latent 

Dirichlet Allocation (LDA) which can conclude the factors that represent topics to produce topic clustering and 

Social Network Analysis (SNA) modeling using the Degree Centrality method to find out the closest relationship 

between topics and names. unit based on the highest centrality value and the possibility of a unit attending a 

meeting that discusses a particular topic. Data used in this reseacrh are meetings held during April 2020 up to 

April 2022 with 59,891 data records. The modeling results shows clustering result dashboard based on meeting 

topics and  to produce an analysis of which meeting topics are often discussed and become a concern. The results 

of the research are expected to be used to provide recommendations to unit leaders to assign meeting dispositions 

for each PIC to attend the meeting. 

 

Keywords: degree centrality, latent dirichlet allocation, natural language processing, online meeting, social 
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1. INTRODUCTION 

In today’s new normal era, virtual meeting has 

become a new habit. Virtual meeting provides 

convenience in terms of flexibility [1]. However, that 

flexibility comes with consequences [2]. First, virtual 

meeting has reduced travel time from one meeting to 

another. This leads to a situation where meetings can 

be conducted in sequence in a day with merely quick 

pause in between. It is common that employees 

attended more than one meetings at the same time. 

Second, flexibility in terms of time and space allows 

meetings to be conducted after office hours and on 

weekend. This definitely gives impacts to employees’ 

life, such as work-life balance. Third, meeting 

duration should also be a concern. Virtual meeting is 

different from the physical meeting in terms of the 

situation, which forces the employees to see the 

screen for as long as the meeting conducted. A 

research also shows that camera usage on virtual 

meetings give impacts to exhaustion. [3] Another 

problem happened often was that the meeting was not 

attended by the related Person in Charge (PIC). 

Meanwhile, the related PIC did not receive the 

meeting invitation. These issues can be addressed by 

creating a better meeting schedule and a more 

efficient meeting in terms of duration and the related 

meeting participants. Due to these issues, meeting 

analysis is required. For this research, data were 

acquired from the Office Automation application, 

specifically the meeting modul, owned by the 

Ministry of Finance.  

The meeting data used comes from 13 Echelon 

2 Units at the Secretariat General of the Ministry of 

Finance during the period April 2020 to April 2022 

with 59,891 data records. 

Data mining is a process to mine information 

and find insights without explicit assumption derived 

from large data, in which the information gained 

should have 3 characteristics, namely novel, 

effective, and practical. Data mining can be 

categorized into two main categories, which are 

predictive and descriptive [4]. 

The method widely applied in the data mining is 

Cross-Industry Standard Process Model for Data 

Mining (CRISP-DM) [5]. The data mining process in 

the CRISP-DM consists of six stages, namely (1) 

Business Understanding; (2) Data Understanding; (3) 

Data Preparation; (4) Modeling; (5) Evaluation; dan 

(6) Deployment. 

This study uses the LDA method to map 

meeting topics held by all echelon 2 units of the 

Secretariat General so that interrelationships between 

topics can be obtained. With this model it is possible 

to produce an analysis of which meeting topics are 

often discussed and become a concern. 
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This research applies Latent Dirichlet 

Allocation (LDA) method [6]. LDA is an 

unsupervised machine learning model that can cluster 

topics automatically. LDA identifies and formulates 

the patterns from the words in the document as well 

as recommend some topics automatically. The more 

documents used as an input, the more accurate the 

model would be produced since LDA applies an 

unsupervised learning. 

In addition to that, this research also implements 

Social Network Analysis (SNA) method. SNA is a 

method used to identify relation between units or 

employees using graphic analysis technique. SNA is 

often used by calculating the centrality score, which 

identifies the central actor in a network [7].  

The results of this research can then be included 

in the OA application to help leaders get PIC 

recommendations for meetings that are appropriate 

by providing highlight on the name of the unit 

concerned. 

2. RESEARCH METHOD 

2.1. Research Stages 

The initial stage of this research is literature 

study, specifically journals with topics related to the 

research topic. Literature study aims to find the 

benchmark and support this research. The next stage 

is data collection for topic modelling process. Prior 

analysis, preprocessing data should be conducted, in 

this case data cleansing. The cleansed data can then 

be used for clustering the meeting topics using LDA 

method and SNA to identify the most important unit 

in every topic. After analysis, the next stage is 

evaluating the model by testing and calculating the 

accuracy score to define the model performance. The 

last stage is making conclusion of the research. The 

flow of the research is as shown by Picture 1. 

 

 
Picture 1. Research Stages. 

2.2. Literature Review 

Several research on topic modeling and network 

analysis have been conducted to comprehend the 

trending topics. A research of [8] combines the LDA 

dan Network Centrality method in order to identify 

the criminal expert, such as hackers, in hackers 

forum. Applying LDA, the forum members were 

eliminated by 79%. Then the data was further 

analyzed by applying network centrality method to 

identify the popular members that likely have good 

expertise. Another research recommends a method or 

tool that can automatically analyze an underground 

forum and identify the main hacker, namely 

HackerRank, in which the tool combined CA (content 

analysis) dan SNA (social network analysis). 

HackerRank was then tested to five different 

underground forums separately. Compare to using 

social network analysis and content analysis 

separately, HackerRank increases the coverage rate in 

the five underground forums by 3.14% and the 

average of 16,19% [9]. LDA and SNA can also help 

scientists and researchers to understand science and 

technology research development by analyzing 

research trend evolution and humanoid technology 

structure based on publication database and patent. 

For policy-makers, it can be used as a guidance for 

policy formulation in the future and technology 

investment strategy [10]. LDA, SNA, and sentiment 

analysis are also applied in e-commerce research to 

find insights on consumers behavior and wish lists 

[11]. The results are positive sentiment trend using 

sentiment analysis, namely e-commerce having 

games attracting more customers using topic 

modeling (LDA), identification of best-selling 

product using descriptive analysis, and maximization 

of social network using social media (SNA). 

2.3. Data Collection 

This is the initial stage of collecting the data 

from the source of database production 

(db_ekeu_rapat). The data is restored to database 

staging server applying copy between servers 

mechanism. The total number of data used for this 

research is 59.891 records. The data is sent to 

Cloudera machine using EL (extract-load) tools Nifi. 

The flow of data collection is shown on Picture 2. 

 

 
Picture 2. Flow of Data Collection 

2.4. Data Preprocessing 

The next stage after data collection is 

preprocessing data, which aims to remove and revise 

some characters in order to produce a more accurate 

analysis of meeting topics. Some main steps in data 

cleansing are [12]: 

a. Lemmatization, which transforms word into its 

root based on the Bahasa dictionary. 

b. Tokenization, which divides text into smaller 

parts (sentence, word, biagrams). This division 

covers text based on word and ignore 

punctuation. 
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c. Stopword removal, which filters common words 

and chooses important and unique words from 

the tokenization result. 

d. Pos Tagger, which categorizes word class, such 

as nouns (NN) and pronouns (NNP). 

2.5. Modeling Using LDA Method 

After completing the preprocessing, the next 

stage is clustering the meeting topics by using LDA 

method.  

LDA is topic modeling using Bayesian 

estimation technique. It is a technique that can 

conclude factors representing topics from every 

element into several topic groups. The functions of 

LDA are summarizing data, clustering, providing 

weight on each cluster. Imaginary random process in 

the model assumes the document coming from certain 

topics and every topic consisting of word distribution, 

showing that LDA is generative. In LDA, the inputs 

are the numbers of topics wished and words 

representing each topic [13][14]. An overview of the 

graphical model of LDA is presented in Picture 3.  
 

 
Picture 3. LDA Model. 

2.6. Social Network Analysis 

The next analysis stage is identifying the most 

important or the central units and connecting units by 

applying the Social Network Analysis (SNA) method. 

The SNA aims to recognizing the network among 

units and groups in an organization [15]. In this case, 

graph was built based on units as the node. 

3. HASIL DAN PEMBAHASAN 

3.1. Data Collection Result 

To analyze meeting data, the data required are 

meeting titles, meeting schedule (date, hour, 

duration), meeting participants and units for both host 

and attendees. The data are collected from two tables, 

namely meeting table and attendance table. The 

collected data are transformed through query, which 

are then loaded in the form of CSV file. 

Transformation process includes join between tables 

using SQL query. The result of the query is then 

exported to CSV file as shown on Picture 4: 

 
Picture 4. Data Collection Result. 

3.2. Data Preparation 

Data preparation activities covers choosing 

table and column to be used and transforming the data 

into the new database as the raw data that can be 

processed further using the data mining method. 

Steps conducted in this process are loading the 

dataset from the file into the database, fixing the null 

values using imputer, cleansing the meeting title 

using lemmatization to change words into its root 

words, choose unique words from the tokenized 

words, and use stopword to remove common words 

(meeting, discuss, coordination, regarding, FGD, 

2021 and 2022). The result of data preparation is used 

for the next stage. 

3.3. Descriptive Analysis Results 

After data preprocessing, the next stage is 

analysis. One of the initial analyses that can be 

conducted is descriptive analysis. In descriptive 

analysis, some statistical trends can be identified, 

such as time, day, and meeting duration.  

For the attendance table data, descriptive 

analysis covers the total number of meetings on each 

day, meeting start time, meeting finish time, and 

duration meeting trends. The descriptive analysis for 

the total number of meetings on each day can be seen 

on Picture 5. 

 

 
Picture 5. Descriptive Analysis on Number of Meetings 

 

The result shows that Monday has the highest 

number of meetings. Then the number decreases up 

to Sunday. Furthermore, the data shows that some 

meetings are held on weekends (Saturday and 

Sunday). 
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The next analysis is the meeting duration trend, 

which shows the longest meeting held for about 2-3 

hours as seen on Picture 6. 

 

 
Picture 6. Descriptive Analysis on Meeting Duration. 

3.4. LDA Analysis Result 

LDA method analysis is applied to cluster 

meeting titles into several clusters. LDA Topic 

Modeling can be seen on Picture 7. 

 

 

 
Picture 7. Topic Modeling Using LDA 

 

The next step is experimenting topic 

classification by changing the number of clusters into 

7, 6, or 5 clusters to gain the best result. 

In the first experiment, the cluster number is set 

at 7 topics or clusters. The result is as shown on 

Picture 8 and Picture 9. 

 

 
Picture 8. LDA Modeling Result using 7 Topics (1) 

 

In the picture above is the result of clustering of 

7 clusters, where 7 clusters can be calculated for 

coherence values to determine the best model value. 

 

 
Picture 9. LDA Modeling Result using 7 Topics (2) 

 

The result of 7 clusters shows that there is not 

overlapping topics with coherence score at -3.93. 

Then the second experiment applies 6 clusters. The 

analysis result is shown on Picture 10 and Picture 11.  

 

 
Picture 10. LDA Modeling Result using 6 Topics (1) 

 

In the picture above is the result of clustering of 

6 clusters, where 6 clusters can be calculated for 

coherence values to determine the best model value. 

 

 
Picture 11. LDA Modeling Result using 6 Topics (2) 

 

The result of 6 topics shows that there is 

overlapping topics and the coherence score is lower 
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than the 7 topics, which is -4.11. The last experiment 

uses 5 topics with result as shown on Picture 12 and 

Picture 13. 

 

 
Picture 12. LDA Modeling Result using 5 Topics (1) 

 

In the picture above is the result of clustering of 

5 clusters, where 5 clusters can be calculated for 

coherence values to determine the best model value. 

 

 
Picture 13. LDA Modeling Result using 5 Topics (2) 

 

The modeling result using 5 topics shows 

coherence score at -4.12 without overlapping topics. 

Comparing the coherence scores of 7, 6, and 5 topics, 

the model applying 7 topics is the best model since it 

has the highest coherence score. 

3.5. SNA Analysis Result 

This research also applies SNA modeling using 

the Degree Centrality method. Degree Centrality is a 

method to determine the possibility of a unit to attend 

the meeting discussing particular topics. The score 

recommends the closest relation between units (unit 

in charge) and certain topics based on the highest 

value of degree centrality. This method recommends 

particular units to attend the meeting. 

The first step is joining the topics derived from 

the LDA modeling and the name of the units. The 

results for topic 0, 1, and 2 are as follows: 

i. Topic 0 

For Topic 0, the closest unit to attend the 

meeting is the Division of Organization Strategy and 

Business Process as shown on Picture 14. 

 

 
Picture 14. SNA Topic 0 

 

ii. Topic 1 

The closest unit to attend the meetings regarding 

topic 1 is the Internal Compliance Division as shown 

on Picture 15. 

 

 
Picture 15. SNA Topic 1 

 

iii. Topic 2 

For topic 2, the closest unit to attend the meeting 

is the Administration and Data Management Division 

as shown on Picture 16. 

 

 
Picture 16. SNA Topic 2 

 

The results above show that some units have the 

closest relation to certain topics in a meeting. This can 

help the executives to assign units to attend certain 

meetings in accordance with their main tasks. 

3.6. Evaluation 

The results of descriptive analysis and modeling 

show that Monday has the highest number of 

meetings. There are some meetings held on weekends 

(Saturday and Sunday) and some meetings are held at 

00.00. In addition, the meeting is generally held for 

1-2 hours. This slightly exceeds the recommended 

duration for virtual meeting (below 1 hour) [16]. For 

LDA analysis, the number of topics determined to 

produce good model without overlapping topics are 7 

topics. The result of the Degree Centrality analysis 

shows that the meeting title can determine the unit in 

charge that has to attend the meeting, so the 
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executives are able to assign the right PIC to attend 

the meeting with particular topics. 

4. DISCUSSION 

Pandemic leads meeting to be held virtually. 

Employees often attend the virtual meeting in quite a 

long duration, which leads to zoom fatigue [17]. In 

addition, in order to hold an effective meeting, it is 

required to identify the meeting trends in certain 

session (interval). This aims to better manage meeting 

schedule. 

Research in the literature review section 

indicates LDA to be the method widely used for 

clustering data. Meanwhile, network analysis uses the 

Degree Centrality, Closeness Centrality, and 

Betweenness Centrality. 

This research applies CRISP DM methodology 

with the initial stage of literature review up to 

evaluation using data from the meeting modul of 

Office Automation application. The modeling 

method applied is LDA for clustering data and SNA 

using Degree Centrality to determine the central unit 

in a network. The data acquired from the database 

production server is 59.891 records, which is then 

cleansed and analyzed. The cleansing and analysis 

process are conducted in python language. The 

modeling is evaluated using coherence score, which 

is currently not at the ideal value. Therefore, it 

requires further data cleansing to gain better score. 

The results of this research can provide 

recommendations for leaders to determine the 

appropriate meeting PIC for each unit. 

5. CONCLUSION 

This research is expected to provide efficiency 

impacts. Clustering and Network Analysis are 

expected to provide prediction or recommendation 

regarding related unit to receive meeting invitation on 

a particular topic. The result of this research can be an 

input to the executives in assigning the right PIC to 

attend certain meetings.  

Based on the modeling and testing, it can be 

concluded that LDA method can be used to identify 

and cluster topics of the meeting. The number of 

clustered topics determined in this research are seven 

topics with coherence score at -3.93. In terms of SNA, 

the model shows some units with the closest relation 

of topics. This helps the executives in determining 

certain unit to be the Unit in Charge in a certain 

meeting. 

Nevertheless, the coherence score shows that 

the model can be improved in order to cluster the 

topics better, both in terms of the ideal cluster number 

and better topics clusters. Furthermore, additional 

data could be added, such as meeting schedule and 

minute of meeting, so that there will be more 

information gained, more accurate topic clusters and 

better model. 
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