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Abstract 

 

Feed is a crucial variable because it can determine the success of fish farming. Farmers can use two types of 

artificial feed, namely alternative feed and pellets. Many cultivators need pellets as the main food for the fish they 

are cultivating because the pellets contain a composition that has been adjusted to their needs based on the type 

and age of the fish. However, currently, cultivators are facing problem, namely the high price of fish pellets on the 

market. Therefore, an analysis of the classification of the selection of fish feed sellers is needed according to 

several criteria like the number of types of feed, price, order, delivery, payment, availability of discounts, and the 

number of assessments. This study conducted a predictive analysis to determine the criteria for selecting fish feed 

sellers in Kendal Regency by utilizing the K-Means Clustering and KNN Classifier methods in the classification 

method. This research aims to compare the fish feed seller classification method where the pattern of fish feed 

seller is identified by K-Means Clustering and KNN Classifier, and then the researcher conducts performance 

appraisal and evaluation. The results of this study are decision-making patterns to help formulate strategies for 

cultivators and other interested parties. For verifying the method used, measurements were made to obtain an 

accuracy value where K-Means was 98.6% and KNN was 86.7%.The results of this study indicate that the K-

Means Clustering and KNN Classifier methods can classify the selection of freshwater fish feed sellers in Kendal 

Regency. 
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1. INTRODUCTION 

Fish feed is one of the crucial variables in the 

process of fish farming, which can optimize fish 

development. The growth and survival of cultured 

fish are strongly influenced by the availability of feed. 

According to the Ministry of Maritime Affairs and 

Fisheries in a press release on 29 August 2022, the 

need for fish feed in Indonesia in 2024 is 22.65 

million tons, which is calculated from the aquaculture 

production target [1]. Therefore, the government 

seeks the availability of fish feed of at least 12-13 

million tons by 2024. With such a substantial need for 

fish feed, it proves that farmers must start having 

trusted fish feed sellers so they can always meet the 

demand for fish feed for the fish they cultivate. 

Kendal Regency is one of 29 regencies and six 

cities in Central Java [2]. The topography of Kendal 

Regency consists of coastal areas (northern region), 

hills, and mountains (southern region) which causes 

the average temperature to range between 25-29oC. 

With various forms of territory, Kendal Regency 

continues to strive to improve the fisheries sector 

through capture fisheries and aquaculture. According 

to data from the Central Statistics Agency on 

freshwater fish farming, in 2020 there were 228,608 

cultivators [3] spread throughout Kendal Regency 

with various types of ponds ranging from permanent 

ponds, earthen ponds, and tarpaulin ponds. For 

freshwater fish, the majority of farmers in Kendal 

Regency cultivate catfish, tilapia, and pomfret with a 

production volume of 3,058,000, 74,800, and 18,500 

respectively. This number is a substantial figure and 

requires collaboration between various parties to 

provide various facilities ranging from training, and 

irrigation, to the availability of medicines and feed. 

In general, fish feed is divided into two varieties, 

namely natural feed and artificial feed. Organic feed 

is usually like plankton is already available in the 

pond, while artificial feed is still divided into two 

varieties, namely alternative foods and pellets. 

Alternative fish feed is made from the main feed 

staples such as tofu dregs, maggots, leaves, and 

others. Reciprocally with pellets, namely commercial 

feed with a composition that has been adjusted to the 

needs based on the type and age of the fish so that it 

can fulfill nutrients for the growth and survival of 

fish. For catfish, tilapia, and pomfret, most farmers 
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usually combine alternative feeds and pellets for the 

consumption of cultivated fish because these two 

feeds are affordable and easy to find. However, with 

this combination, the fish do not get enough protein 

and nutrition optimally, which creates a dilemma for 

farmers because getting maximum quality and profit 

requires optimal consistency of fish feed with high 

protein, which is found in pellets. This problem is 

quite disturbing for farmers because of the high price 

of the pellet which consumes 60-80% [4] of 

production costs, so farmers can only reduce 

consumption and replace it with alternative feeds. 

Machine learning or machine learning is a 

method that can be used to predict future results. 

Machine learning is centered on improving and 

learning a system so that it can analyze pre-existing 

data which is part of artificial intelligence [5]. The use 

of two different methods makes the stages of data 

processing different, such as if K-Means Clustering 

performs the process of determining the centroid 

center to divide data into several clusters where each 

cluster can be occupied by several members together 

[6], [7] and KNN Classifier performs processing on 

training data and data testing to produce a 

classification of similarity patterns with the shortest 

distance. In this study, the use of K-Means Clustering 

and KNN Classifier was used as a method in 

classifying the selection of the best fish feed sellers in 

Kendal Regency. This study focuses on the 

classification criteria for determining the choice of 

fish feed sellers with the variables of the number of 

types of feed, price, order, delivery, payment, 

availability of discounts, and the number of ratings 

which are to assist freshwater fish cultivators in 

determining the best fish feed shop from various 

criteria that have been mentioned earlier. 

The two studies above show that the algorithm 

used has a good classification result. However, no 

research has been found that is similar to 

implementing the K-Means Clustering and KNN 

Classifier methods in the classification in the fisheries 

sector, specifically determining fish feed sellers. 

Therefore, the goal to be achieved in this study is to 

analyze the criteria for selecting fish feed sellers 

using the K-Means Clustering and KNN Classifier 

methods to vary research using these methods. It is 

expected that the accuracy, recall, and precision 

values in the K-Means Clustering and KNN Classifier 

analysis produced are good so that they can become a 

reference for further research. 

2. METHODS 

This study utilizes data mining methods to find 

patterns from various data sets. The data sources used 

were obtained from e-marketplaces and direct 

interviews with fish feed farmers and sellers in 

Kendal Regency. The classification of the data used 

is then processed using the K-Means Clustering and 

KNN Classifier methods with 10-fold cross-

validation and confusion matrix checking to 

determine performance as evidenced by the model 

accuracy value. The stages in this study consisted of 

6 processes, namely data collection, data 

preprocessing, data transformation, modeling using 

the K-Means Clustering and KNN Classifier 

methods, and validation model as shown in Figure 1. 

 

Data Collection

Data Preprocessing

K-Means Clustering

Data Transformation

Evaluasi

KNN Clissfier

 
Figure 1. Research Stages. 

2.1. Data Collection 

In the data collection process, the variables used 

are the number of types of feed, price, order, delivery, 

payment, availability of discounts, and the number of 

ratings. The determination of the variable criteria 

used was referred to from research conducted by 

Dickson [8], where out of the 22 criterias presented, 

this study only adopted 7 variables as a reference. In 

addition, the criteria for selecting variables were 

surveyed based on direct interviews with farmers to 

suit their needs, although several other factors also 

support the decision-making of farmers in selecting 

fish feed sellers. The following is a description of the 

variables and datasets (Table 1) used in this study. 

 
Table 1. Dataset 

Features Value Value Value Value 

Number of 

types of 
feed 

3 1 .......... 1 

Price Standard Standard ........... 
Under 

standard 
Order In store In store ........... Online 

Shipping 

Delivered 

and self 
collected 

Self 

collected 
........... 

Delivered 

and self 
collected 

Payment Cash Cash ........... Cash 

Discounts 
Postage 

and 

discount 

Discount ........... Postage 

The 
number of 

ratings 

3600 1221 ........... 2500 

Recomm-
endation 

1 0 ........... 0 
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1. Number of types of feed = number of types of 

feed sold in one shop 

2. Price = price of each type of feed sold 

3. Order = choice of ordering method offered 

4. Shipping = choice of shipping method offered 

5. Payment = the choice of a payment method 

offered 

6. Discounts = availability of discounts that may 

be obtained 

7. The number of ratings = the number of store 

ratings taken from the e-marketplace 

8. Recommendation = recommended or not 

recommended. 

2.2. Data Preprocessing 

Data preprocessing is part of the most 

significant stages of data processing to prepare data 

into a form that is following the procedure while 

maintaining the performance of the data analysis 

being carried out [9]. Data preprocessing aims to 

reduce data size, find relationships between data, 

normalize data, remove outliers, and extract data 

features. Researchers carry out preprocessing to 

produce data that is ready to be processed by cleaning 

up missing data, namely by relieving values that 

cause information confusion [10]. Because the 

research dataset has a missing value of 14%, the 

treatment that must be given is to find the average 

value according to related attributes so that all data 

will be filled with valid values. In the next 

preprocessing stage, to avoid sample data that is 

abnormal from a data population, the researcher uses 

matplotlib to find out how many anomalies data are. 

In addition, to find out whether there is duplicate data, 

data is identified to detect the presence of more than 

one data so that it needs to be removed and will leave 

only one data store. 

2.3. Data Transformation 

Transformation is the stage of converting data 

into information, usually from one format to another. 

The format of the data source is changed to the 

desired information format. Data requirements are 

changed before the data mining analysis stage [11]. 

With data transformation, data analysis can be carried 

out more efficiently because it has a direction and the 

goal of unifying data.  

 
Table 2. Dataset after transformation 

Features Value Value Value Value 

Price 0 0 ........... 1 

Order 2 2 ........... 0 
Shipping 1 1 ........... 1 

Payment 1 1 ........... 1 

Discounts 2 2 ........... 0 
The 

number 

of ratings 

3600 1221 ........... 2500 

Recomm-

endation 
1 0 ........... 0 

 

This study carried out the transformation stage 

to change data from a categorical data type to a 

numeric data type, where this process was carried out 

with the help of one hot encoding found in the panda's 

library [12]. After the data has a numeric data type, 

then the machine learning model can process the data. 

Table 2 is the result of the transformation data. 

2.4. Data Modelling 

1) Classification 

Classification [13] is called a supervision 

algorithm that uses training data (observations, 

measurements, and others) which is regulated by the 

existence of a label attribute. Classification seeks to 

classify the intended class by maximizing the gain of 

precision. The classification method tries to get 

similarities between input attributes and output 

attributes to produce a model that is included in the 

training stage [14]. Classification helps a group or 

categorize data based on the similarities and 

differences that have been analyzed before.  

 

2) Clustering 

Clustering is a method for finding and grouping 

data that has similar characteristics to other data. 

Clustering is included in unsupervised data mining, 

which means it does not require training or a teacher 

and does not require output targets [15]. 

 

3) K-Means 

The K-means method is known for its speed and 

simplicity [16]. K-means clustering is a non-

hierarchical data grouping method that groups data 

into one or several groups. Data with the same 

characteristics are grouped, and data with different 

characteristics are grouped, so that data in one cluster 

has a low level of variation [17]. The following are 

the clustering steps using the K-means method [15]: 

1. Determine the number of clusters k 

2. Start with the cluster center 

3. Distribute all data/objects to the nearest cluster. 

The closeness of two objects is determined by 

their distance from each other. At this point, the 

distance between each data point and each 

cluster center must be calculated. Which data 

belongs to which cluster is determined by the 

maximum distance between a data and a 

particular cluster [18]. 

𝐷(𝑚, 𝑛) =

√(𝑋1𝑚 − 𝑋1𝑛)2 +  (𝑋2𝑚 − 𝑋2𝑛)2 + ⋯ + (𝑋𝑘𝑚 − 𝑋𝑘𝑛)2

 (1) 

Explanation:  

𝐷(𝑚, 𝑛) = Data distance to i to cluster center j  

𝑋𝑘𝑚 = The i data on the k data attribute  

𝑋𝑘𝑛 = The jth center point on the kth attribute 

With the current cluster membership, the cluster 

center distance is recalculated. The cluster center is 
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the average of all data/objects in a particular cluster. 

As a result, the average is not the only metric that can 

be used. Then the new cluster center is used to 

reassign each object. If the cluster center does not 

change, the clustering process will complete. 

Alternatively, return to step 3 until the cluster center 

no longer changes. 

 

4) KNN 

K-Nearest Neighbor (K-NN) is one of the 

algorithms used in classification problems. The 

working principle of K-NN is to find the shortest 

distance between data to be evaluated with the nearest 

neighbor in the training data. The K-Nearest 

Neighbor (K-NN) algorithm is one of the simplest 

algorithms for solving classification problems and 

often produces competitive and significant results. 

Calculate the distance using the Euclidean distance. 

The Euclidean distance formula is defined in 

Equation [19]: 

𝑑_𝑖 =  √∑ (𝑋2𝑗 − 𝑋𝑖𝑗)
2𝑝

𝑖=1  (2) 

Explanation:  

𝑋𝑖𝑗 = training data  

𝑋2𝑗 = testing data  

𝑗     = variable 

𝑑    = distance 

𝑝    = data dimension 

 

5) Confusion Matrix 

The confusion matrix is a performance 

measurement tool that can calculate accuracy in data 

mining concepts. This formula calculates four 

outputs, namely accuracy, precision, recall, and error 

rate. The ratio of correctly identified events to the 

total number of events is known as accuracy, the 

proportion of cases with positive results is called 

precision, the proportion of correctly identified 

positive cases is called recall, the error rate is the sum 

of all cases that were incorrectly identified [19]. Table 

3 is a confusion matrix model. 
 

Table 3. Model Confusion Matrix 

 + - 

+ True positives (A) False negatives (B) 

- False positives (C) True negatives (D) 

3. RESULT 

The classification analysis process carried out in 

this study is divided into two, namely the process 

using the K-Means Clustering algorithm and the 

KNN Classifier. After the results are obtained, both 

models will be evaluated using the confusion matrix.  

3.1. Classification on K-Means Clustering 

This study aims to analyze to produce a 

classification in determining the selection of fish feed 

sellers for cultivators in the Kendal Regency area by 

utilizing the best algorithm between K-Means 

Clustering and KNN Classifier, more specifically, the 

achievement in this study is that cultivators get the 

lowest possible price of fish feed with superior 

service so that farmers can provide fish feed that is 

high in nutrition for the fish being cultivated and is 

expected to optimize the production results obtained. 

The analysis of data processing is carried out by 

adopting data mining methods to classify datasets that 

have previously gone through preprocessing and data 

transformation. Clusters are determined into 2, 

namely Recommendations and Not 

Recommendations, where the value of K-2 is 0.355 

as measured by Silhouette Score analysis. After 

obtaining the results of the K value, then the 

distribution of incoming data in clusters is visualized 

where the Recommended data are 27 data while the 

No recommendation data are 48 data as shown in 

Figure 2. 

 

 
Figure 2. Fish feed seller cluster visualization 

 

From the results of the visualization shown in 

Figure 2, labels are obtained for data that will be 

processed to the next stage, where the No 

Recommendation label is symbolized by 0 while the 

Recommendation label is concluded with 1, as shown 

in Table 4. 

 
Table 4. Dataset after labeling 

Features Value Value Value Value 

Price Standard Standard ........... 
Under 

standard 

Order In store In store ........... Online 

Shipping 

Delivered 

and self 

collected 

Self 
collected 

........... 

Delivered 

and self 

collected 
Payment Cash Cash ........... Cash 

Discounts 

Postage 

and 
discount 

Discount ........... Postage 

The 

number of 
ratings 

3600 1221 ........... 2500 

Recomm-

endation 
1 0 ........... 0 

Label 

CLuster 
1 0 ......... 0 
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3.2. Classification on KNN Classifier 

Then, the classification process uses the KNN 

Classifier algorithm by utilizing the clustering results 

obtained at the previous processing stage, namely K-

Means Clustering. The distribution of labels in the 

data can be seen in Figure 3, where the No 

Recommendation label gets 63 data while the 

Recommendation label only gets 12. The data that is 

owned is less balanced so the distribution of the 

processed data is not fair enough. 

 

 
Figure 3. Data distribution 

 

The classification modeling process utilizes the 

KNN algorithm using several parameters namely 

k_range, weight_options, and metric_options which 

are all taken from the sci-kit learn library with the best 

parameters being matrix: Minkowski, n_neighbors: 2, 

and weights: uniform as shown in Figure 4. Then, 

these parameters are applied to the entire data set to 

extract operational patterns and detailed statistics. 

 

 
Figure 4. Best parameters. 

3.3. Model Performance 

Figures 5 and 6 show the performance results of 

the two models produced in the classification 

evaluation. Figure 5 uses the K-Means Clustering 

algorithm and Figure 6 uses the KNN Classifier 

algorithm. Both algorithms have been implemented 

with 10-fold cross-validation. Cross-validation is a 

method of data mining techniques that aims to obtain 

maximum accuracy results. 

After getting the visualization of the confusion 

matrix measurements, to find out the results of 

accuracy, precision, and recall, you can use the 

equations in Table 3. The purpose of analyzing the 

value of the confusion matrix is to be able to know 

specifically the performance of the two models. The 

following is the result of the confusion matrix 

calculation for the K-Means Clustering algorithm and 

the KNN Classifier algorithm. 

 

 
Figure 5. Confusion Matrix from the K-Means Clustering 

algorithm 
 

 
Figure 6. Confusion Matrix from the KNN Classifier algorithm 

 

Table 5. Model Evaluation 

 Akurasi Presisi Recall 

K-Means Clustering 98,6% 92,3% 100% 

KNN Classifier 86,7% 100% 16% 

 

It can be seen in Table 5 that the overall 

performance of the K-Means Clustering algorithm is 

more stable than the performance of the KNN 

Classifier algorithm. It indicates that the K-Means 

algorithm is more optimal to be used to recommend 

fish feed sellers to farmers. 

Because it has been proven that the K-Means 

Clustering algorithm is more optimal for use in 

classification, then to ensure the accuracy of the 

prediction value for fish feed seller recommendations 

or not, researchers tested it to find out the positive and 

negative predictive value. Testing is done to predict 

whether what is being done can work according to its 

function. The following is the calculation for the 

prediction test: 

1. Positive predictive value: 

𝑃𝑃𝑉 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
=

12

(12+1)
= 0,923 (3) 

 

If the prediction result is a recommendation, 

then a positive predictive value indicates the 

possibility that the fish feed seller has the 

characteristics indicated by that feature. The NPP of 

92.3% indicated that if the prediction results in a 

recommendation, the probability that the fish seed 

seller recommend are 92.3%. 
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2. Negative predictive test value: 

𝑁𝑃𝑉 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
=

12

(12+10)
= 0,54 (4) 

 

If the prediction results are not a 

recommendation, then a negative predictive value 

indicates the possibility that fish feed sellers have 

similar characteristics. If the prediction result is not 

recommended, the chance that the fish feed seller is 

not recommended is 54%. Overall, the K-Means 

Clustering algorithm is better at identifying fish feed 

sellers which are expected to provide predictions of 

whether fish feed sellers fall into the recommendation 

category or not according to the needs of freshwater 

fish farmers in Kendal Regency. Researchers hope 

that with this prediction, cultivators can avoid 

unrecommended feed sellers that can be detrimental 

to the cultivators themselves. 

4. DISCUSSION 

In a study conducted by [20], early detection to 

improve the accuracy of cancer prediction results in 

improved quality of care and patient survival rates. 

This study used the K-Means Clustering and KNN 

Clustering methods which were then compared to 

determine which algorithm best fits the data. Based 

on these results, KNN clustering is a more efficient 

classification technique than cluster-based classifiers 

as long as the k variable values are chosen correctly, 

namely K=21. Furthermore, in [21] research, the 

performance of the KNN classifier and K-means 

clustering were tested in classifying the risk level of 

epilepsy patients from EEG signals. In applying the 

classification method, KNN classifier and K-means 

clustering are used. This study aims to design a 

classification algorithm with a high-performance 

index and a minimum rate of false alarms and missed 

classifications. The results show that the K-means 

clustering method is used in the classification to 

achieve the highest accuracy with a 0% false alarm 

rate. The two studies above show that the algorithm 

used has a good classification result. However, no 

research has been found that is similar to 

implementing the K-Means Clustering and KNN 

Classifier methods in the classification in the fisheries 

sector, specifically determining fish feed sellers. 

5. CONCLUSION 

The results of the analysis of the search for the 

best model between K-Means Clustering and KNN 

Classifier from freshwater fish feed seller data it 

results that the K-Means Clustering algorithm is 

proven to be better and optimal for predicting fish 

feed sellers compared to using the KNN Classifier 

algorithm, this is because the value the performance 

obtained by K-Means Clustering is more stable with 

an accuracy value of 98.6%, a precision of 92.3%, and 

a recall of 100%. The criteria used in determining the 

selection of freshwater fish sellers, namely the 

number of types of feed, price, order, delivery, 

payment, amount of discount and the number of 

ratings can be implemented by farmers to optimize to 

get the lowest possible price from the selected feed 

seller. Furthermore, this research needs to be 

improved on the use of data which is still too little so 

it requires more data that represents feed sellers 

throughout Kendal Regency so that it can become a 

reference for farmers in obtaining the right freshwater 

fish feed sellers. 
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