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Abstract 
 

Twitter is a social networking site that enables users to communicate with their followers by sending them short 

messages known as "tweets." Each tweet has a character limit of 280 characters. The minimum limit of tweets 

resulted in writing short tweets and increased use of word variations. This makes tweets difficult to understand 

without the help of the topic, thus tweets should be classified. This study aims to classify topics of Twitter using 

word2vec feature expansion to decrease vocabulary ambiguities in topic classification. This type of research is 

system design research. Feature expansion is a machine learning technique used to extract new features (or 

variables) from the dataset's existing features. A model's complexity and expressive power are intended to be 

increased through feature expansion in order to improve performance and generalization. Data were processed 

using Convolutional Neural Network (CNN). The results indicate that there is an important contribution in 

increasing understanding of topic classification in Twitter data with Word2Vec, and the CNN application is able 

to assist some obstacles in analyzing short text with high word variations. 
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1. INTRODUCTION 

Twitter is a website owned and operated by 

Twitter Inc., which offers a social network in the form 

of a microblog that allows its users to post and read 

message Tweets [1]–[3]. Microblogging is an online 

communication tool where users can update statuses 

about those thinking and doing something and what 

they think about a particular object or phenomenon 

[4]. Tweets are written text of up to 280 characters 

displayed on the user's profile page [5]. Tweets are 

publicly viewable, but senders can limit message 

delivery to their friend lists. Users can view other 

users' Tweets, known as followers [6]–[8]. 

Natural Language Processing's text 

classification has numerous applications, including 

document classification, information search, 

sentiment analysis, and ranking [9]–[11]. The two 

main categories of the text classification model are: 

deep learning and machine learning Traditional 

machine learning algorithms, such as k-Nearest 

Neighbors, Naive Bayes, Support Vector Machine, 

and Logistic Regression that have been used in a lot 

of research on text classification [12]. 

Convolutional Neural network (CNN) is a deep 

learning method from the development of Multi-

Layer Perceptron (MLP), which is designed to 

process two-dimensional data [13]. CNN is included 

in the type of Deep Neural network because it has a 

deep network level. CNN has two methods: 

classification using feed-forward and the learning 

stage using backpropagation [14]. The way CNN 

works is similar to MLP, but neurons are represented 

in two dimensions in CNN, whereas in MLP, each 

neuron is only one dimension in size. CNN was 

initially designed for image recognition but has 

developed into a versatile model for various tasks [1]. 

CNN can recognize local features in a 

multidimensional field. For example, in an image, 

CNN will find specific features, such as wheels or 

smiles, regardless of location [13]. 

This method will expand with the Word2vec 

feature, the word embedding model proposed by 

Mikolov, Sutskever, Chen, Corrado, and Dean in 

2013 [4], [15]–[17]. Word2Vec can read and process 

text in large sizes and convert every word into a 

vector. This model can understand and identify the 

syntax and semantic meaning of words from natural 

languages and then represent each word with a vector 

[13]. Word2Vec achieves the best performance in 

NLP by similar grouping words that have the same 

vector [18]. 

The Neural Network is used in the Word2Vec 

model to produce output in the form of a vector space 

from the input in the form of a text corpus. The 

Word2Vec model has two types of architecture: 

Continuous Bag of Words (CBOW) and Skip-gram. 

The CBOW architecture predicts the current word 

based on context. In contrast, the Skip-gram 

architecture predicts within the range before or after 

the current word where the current word is input, so 

the Skip-gram architecture is considered an efficient 

architecture for studying large amounts of 

unstructured word vectors [9]. 
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This study aims to classify topics on Twitter 

using word2vec feature expansion to reduce 

vocabulary ambiguities in topic classification. The 

practical benefit of this research is that this research 

can be used as material for consideration by Twitter 

users to reduce vocabulary ambiguity by clarifying 

topics using the Twitter tweet repository. 

2. METHOD 

The flowchart of the system design explanation 

can be seen in the following figure. 

 

 
Figure 1. System Design Diagram 

2.1. Data Collection 

Data were obtained from the twitter.com 

website using the Twitter API with crawling methods 

and a tool called tweepy [19]. Collected data were 

used as training data and test data. Before conducting 

the categorization procedure, data labeling was 

carried out. data was labeled manually using Majority 

votes method. 
 

Table 1. Example of labelling process 

Tweet Label 

“kemarin nonton liverpool v chelsea terhibur 
karena banyak kepleset sama salah oper. Malem 

tadi nonton Arsenal v MU terhibur karena seru. 
Liga inggris memang penuh hiburan” 

Hiburan 

 

“Kerugian Ekonomi Akibat Gempa Dahsyat 
Turki-Suriah Diprediksi Rp60 Triliun” 

 

Ekonomi 

2.2. Data Preprocessing 

Preprocessing data is the first step in processing 

raw data that will be entered into the classification 

system [13]. This process aims to prepare the data to 

be used efficiently in the classification system. In 

preprocessing data, the data balancing process was 

carried out first. This process aimed to overcome the 

unbalanced labelling class to ignore the minority class 

[12]. 

The data used is a post that is a user's text on the 

Twitter platform. If the data balancing process has 

been carried out, it can be continued data 

preprocessing with several stages as follows; 1) Text 

Cleaning, the process of removing noise is such as 

URLs, emojis, and symbols by reading the text 

thoroughly and then sentences containing noise are 

removed by deleting them.   

2) Case folding, text data will be organized into 

a standard form to obtain the same format, converting 

words to lowercase throughout. 3) Normalization, At 

this stage, it was carried out to improve the spelling 

of abbreviated or extended words into common words 

by the Indonesian Dictionary (KBBI). 4) Steaming, In 

this process, the data in these words were managed to 

find the words' basic by removing the suffix and 

prefix. 5) Tokenizing, In this stage, previously entire 

sentences were separated by detecting spaces in the 

sentence so that later the sentence can become a token 

form. 6) Stopwords, which aims to reduce the number 

of words in a document which can later affect the 

speed of NLP performance. 

2.3. Embedding Data 

After carrying out the data preprocessing stage, 

the next step is to divide the data into two, namely for 

training data and data testing. To share data, it was 

done by utilizing the library in python by using the 

function_train_test_split in the Sklearn library. The 

data embedding used the Word2vec model with the 

process of collecting tweets using the skip gram. 

2.4. Word2Vec 

Feature expansion enriches the original text by 

adding semantics to make it look like a large 

document [18]. In this study, the author used 

Word2vec to expand features. Word2vec refers to a 

group of models developed by Mikolov et al [20]. 

Word2Vec is used to create and train semantic vector 

spaces,  often consisting of several hundred 

dimensions, based on a collection of text [9]. In this 

vector space, every word of the corpus is represented 

as a vector. Word2vec works on the basis that a word 

is only related to the words around it and has nothing 

to do with other words in the text. Word2vec's two 

main models are CBOW and skip-gram.[26]. 

𝐿 = ∑𝑤𝑡 ∈ 𝑐𝑙𝑜𝑔𝑝(𝑤𝑡|𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤𝑡)) (1) 

𝐿 = ∑𝑤𝑡 ∈ 𝑐𝑙𝑜𝑔𝑝(𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤𝑡)|𝑤𝑡) (1) 

 

Words that share context are geographically 

adjacent in that vector space—the Word2vec model 

by Mikolov et al. The study has received much 

attention in recent years. Vector representations of the 

words examined in the Word2vec model have 

semantic meanings and are helpful for various NLP 

tasks [21]. 

2.5. Convolutional Neural Network 

The results of word vectorization that have been 

carried out in the embedding process are then carried 

out with the CNN method using two convolution 

layers, two polling layers and the addition of two 

batches of normalization, two dropouts and fully-

connected layers. The stages in the CNN algorithm 
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are as follows; 1) get a feature map from the 

calculation results of the Convolutional Layer based 

on the predetermined filter size and form a matrix 

with a size of n x m x p; 2) do layering stage by taking 

the maximum value using the n x n filter from each 

feature map acquisition, so that the size of the matrix 

will be smaller than the convolutional matrix; and 3) 

perform batch normalization to speed up the training 

process in model creation by equalizing the 

distribution of each input value constantly changing 

due to parameter changes in the previous layer during 

the train model process. 

4) After batch normalization, drop-out was 

carried out to reduce overfitting during the training 

process by randomly deleting either a hidden or a 

visible layer.  5) The next step is to reshape the feature 

map of a vector matrix into a 1 x n vector. 6) After 

getting the 1 x n vector, process the fully connected 

layer with n layers. 7) In the last stage, get the result 

by calculating the Softmax obtained from a fully 

connected layer. 

3. RESULT AND DISCUSSION 

3.1. Dataset 

The dataset is obtained from Twitter which was 

crawled before then stored in a file and labeled using 

the opinions of several people (Majority Voting). 

3.2. Libraries 

The research used several popular python 

libraries which were used for scientific data 

processing, including Pandas, Numpy, Sklearn, 

Seaborn, and Matplotlib. 

 

 
Figure 2. Libraries Used 

3.3. Datasets Reading 

After importing the libraries, the next step was 

to read the dataset that had been obtained using the 

Pandas library, with the script as follows: 
 

 
Figure 3. Read Dataset 

3.4. Convert from Categorical Data to Numerical 

The next step was to convert categorical data 

into numerical, for example topic data is changed to: 

0 for Lifestyle, 1 for Automotive, 2 for Sports, 3 for 

Education, and so on up to 9 for Economy. 
 

 
Figure 4. Convert from Categorical Data to Numerical 

3.5. Distribution of Datasets 

The following is the distribution of the dataset 

based on its class, namely the stroke and normal 

classes: 
 

 
Figure 5. Graph Dataset 

3.6. Building word2vec model 

The above script is used to build the Word2Vec 

model, tokenize text, convert text into a token 

sequence, pad the token sequence, and build an 

embedding matrix based on the Word2Vec model that 

has been created. The following is the flow of the 

script: 
 

 
Figure 6. Building the Word2vec Model 

 

1. Building the Word2Vec Model in the first part 

of the script. The steps for building the 
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Word2Vec model were performed, including: 

Retrieve text data from the 'tweet' column in 

preprocessed_df and store it in the form of list 

sentences.  

Build the Word2Vec model with the following 

parameters: 

 sentences: Text data that has been fetched 

before. 

 vector_size: The number of vector 

dimensions a word represents. 

 min_count: The minimum number of 

occurrences of a word to be included in the 

dictionary. 

Conduct a Word2Vec model training with the 

following parameters: 

 sentences: Text data that has been fetched 

before. 

 total_examples: Total number of examples 

used in training (same as corpus_count from 

Word2Vec model). 

 epochs: The number of training epochs to be 

performed. 

2. Build Tokenizer: 

After building the Word2Vec model, the next 

part of the script builds a tokenizer. The 

tokenizer is used to convert text into a sequence 

of tokens or numbers that represent the words in 

the text. 

3. Turning Text into Token Sequence: 

The next step is to convert the text (sentences) 

into token sequences using the previously 

created tokenizer. The results are stored in the 

form of list sequences. 

4. Token Sequence Padding: 

Padding is used to make all sequences of tokens 

the same length because machine-learning 

models usually require dimensionally consistent 

input. In this script, the length of the token 

sequence is taken from the longest sequence. 

Then, the shorter token sequences were padded. 

Padding process was done by adding a zero 

value to the end of the token sequence 

(padding='post'). 

5. Building the Embedding Matrix: 

The final step was to build the embedding 

matrix using the Word2Vec model that was 

created earlier. The embedding matrix is a 

vector representation of the words in the corpus, 

where each row represents a vector 

representation of a single word. In this script: 

 The embedding matrix is initialized to zero 

and has the dimension (word_count + 1) x 

vector_size, where word_count is the 

number of words in the Word2Vec 

dictionary. 

 Loop through each word in the Word2Vec 

dictionary, and its vector representation 

(embedding) from the Word2Vec model is 

taken and inserted into the embedding 

matrix. 

3.7. Data Splitting 

Splitting data is a stage for dividing data into 

training data, and data testing implementation can be 

seen in the following figure: 
 

 
Figure 7. Splitting Data 

3.8. CNN Training 

Then use the Confusion Matrix to measure 

performance in binary classification problems and 

multiclass classification problems. The following is 

the implementation of the confusion matrix. 
 

 
Figure 8. CNN Training 

 

 
Figure 9.Confusion Matrix code 

3.9. Analysis and Evaluation 

From the performance results above, it can be 

seen that the precision value is 94%, the recall is 93%, 

the f1-score is 93%, and the support value is 93%. 

This shows the high accuracy and this model is 

suitable for use in topic detection or classification. 
 

 
Figure 10. confusion matrix 
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Figure 11. Classification Report 

 

Also the The training loss indicates how well the 

model is fitting the training data, while the validation 

loss indicates how well the model fits new data. 

 

 
Figure 12. Training and Loss Validation 

 

This research underscores the importance of 

topic classification in data from the Twitter platform. 

It also has an Application Program Interface (API) 

that enables integration between Twitter and other 

web applications and services. As one of the most 

extensive services, Twitter users have overgrown and 

attracted many companies' attention to customer 

habits. News organizations use Twitter to receive 

information about hazards and natural disasters. In 

addition, some businesses and organizations also use 

it to convey information to stakeholders. The limited 

number of characters in each tweet and the variety of 

words used by users make understanding the context 

of tweets difficult without topic classification. 

Therefore, the feature expansion technique using 

Word2Vec proved to be effective in overcoming 

ambiguity in vocabulary when classifying topics. 

Word2Vec allows words to be transformed into a 

numerical vector representation that takes their 

semantic meaning. The use of feature expansion 

techniques provides better complexity and expressive 

power to the model. In this way, the model's 

performance in classifying topics is improved, and its 

generalizability is also improved. Application of 

Convolutional Neural Network (CNN) to text data 

from Twitter, although originally developed for 

image processing, was successfully modified to carry 

out text classification. This indicates the flexibility 

and adaptability of the neural network model 

architecture. Achievements in this study sets a 

classification performance target with an accuracy 

rate of 93%. 

4. CONCLUSION 

The experimental results reveal that this target 

can be achieved, which shows that the developed 

model is able to classify topics in Twitter data 

properly. Overall, this research makes an important 

contribution in increasing understanding of topic 

classification in Twitter data. The use of feature 

expansion techniques with Word2Vec and the 

application of CNN helps overcome obstacles in the 

analysis of short texts with high word variations. By 

achieving the set performance targets, this study 

indicates the potential for using a similar model in a 

wider range of practical applications. 

Future research is expected to expand the 

exploration of feature expansion techniques beside 

Word2Vec, such as FastText or GloVe to determine 

if there is a significant increase in topic classification 

performance. Moreover, create architectural 

variations of models other than CNNs, such as 

Recurrent Neural Networks (RNNs) or transformers 

which aims to recognize if there is an improvement in 

topic classification in Twitter text data. Then, 

collecting data by taking from different sources or 

different time periods to test the extent to which the 

developed model can generalize to more varied data. 
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