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Abstract 
 

Personality is a person's identity that is addressed to the public. The Big Five personality is the most commonly 

used personality model. Detecting a person's personality is still a difficult task today. Because personality 

detection still often requires humans to fill out lengthy questionnaires to evaluate various personality traits. 

Therefore, a system that is able to identify personality easily and specifically is needed. By using social media, 

individuals often express their feelings. Twitter is the most popular social networking platform today. In this 

research, we use the XGBoost Algorithm, a powerful machine learning method, to create a personality detection 

system that improves upon existing approaches. Our research aims to determine how well the XGBoost algorithm 

can recognize Big Five personality features in Twitter users. We achieved encouraging results through in-depth 

investigation and experimentation. The XGBoost algorithm successfully developed a model that can recognize all 

Big Five personality trait labels but with different precision, recall and f1-score values. The highest value was 

obtained for the Extroversion label with a precision of 0.92, recall of 1.00 and f1-score of 0.96. Meanwhile, the 

lowest value is owned by the Agreeableness label with a precision value of 0.29, recall 0.29, and f1-score of 0.29. 

This research demonstrates the potential of the XGBoost Algorithm for personality discovery on social media 

platforms, providing a fast and accurate method to identify distinctive characteristics. Overall, the results of this 

study demonstrate the efficiency of the XGBoost Algorithm in the context of personality recognition, opening the 

door for further development in understanding and evaluating human behavior through social media platforms 

such as Twitter. 
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1. INTRODUCTION 

Personality is one of the factors that influence 

human behavior and actions. According to experts, 

personality is an attribute that displays what, why, 

and how an individual behaves in their environment 

[1]. Many types of personalities have been 

discovered, such as the Big Five, MBTI, and DISC. 

Among these types, the Big Five is the most 

commonly used model by researchers. It has a 

genuinely integrative understanding of personality 

structure across essential personality traits and 

clinical psychiatry [2]. The Big Five, as described by 

Costa & McCrae in Utami [3], is a test tool that can 

enhance trait theory, which describes the model to 

find key characteristics in describing personality. The 

Big Five Model is also frequently used in 

psychological research to evaluate an individual's 

contribution to an organization. One such study was 

carried out by Febriyanti, et al. [4], who employed the 

Big Five Model to gauge the social well-being of their 

workforce. Furthermore, Celli and Leprib [5] proved 

that the Big Five offers more insightful data and rules 

than the MBTI. The Big Five consists of Neuroticism 

(emotional stability), Extraversion (sociability), 

Openness (intellectualism), Agreeableness 

(sensitivity level), and Conscientiousness (self-

discipline) [6].  

Detecting someone's personality is a 

complicated process that often involves filling out 

lengthy questionnaires evaluating many personality 

traits. However, the results may be inaccurate or 

inappropriate if respondents need to understand the 

questions fully or are unwilling to provide honest 

answers [7]. Therefore, a system is required to detect 

someone's personality without the need for lengthy 

questionnaires and with accurate results. In this 

technological era, detecting someone's personality 

can be seen through their online interactions. Because 

social media users have a lot of information available 

about them, a system is needed to detect individuals 

through the social media they use [8]. According to 

Nuo Han et al., social media can reveal a person's 

personality. Therefore, the authors claim that social 

media expression can disclose personality traits 

because social media users frequently express their 

feelings [9]. 

One of the social media platforms widely used 

today is Twitter. Ruby [10] writes that Twitter is the 

15th most commonly used social media platform 

globally, with 450 million active Twitter users as of 

2022. This indicates that Twitter is Indonesia's most 
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widely used social media platform. According to 

Kemp [11] the number of active Twitter users in 

Indonesia as of 2022 has reached 18.45 million. A 

large amount of active user data indicates that the 

number of tweets generated is also the same. Using 

tweets, humans can communicate with each other to 

express their feelings.  

Many researchers have researched personality 

detection in Twitter users. However, the results of 

these studies may only be considered approximately 

accurate. For example, Angsaweni's study showed 

that the accuracy rate for identifying the Big Five 

personality traits using the AdaBoost method was 

only 53.57%[12]. In Lydia's study, SVM is used to 

identify DISC-type personalities, but the model 

accuracy is just 53% [13]. Pratama [14] conducted a 

similar study using a different method, Random 

Forest and achieved an accuracy rate of 69.23%. 

Given the accuracy rates achieved in these studies, 

there is a need for a classification model that can 

provide higher accuracy rates.  

Therefore, this study will use the XGBoost 

algorithm. XGBoost (Extreme Gradient Boosting) is 

one of the derivative models of the Gradient Boosting 

Model that has fast and accurate calculations, making 

it the best-performing model among the Decision 

Tree Models available. This algorithm was 

previously used by Nasution and his team [15] to 

calculate the accuracy rate of diabetes classification, 

and it was found that XGBoost had the highest 

accuracy rate (90.10%) compared to the comparative 

model, Naive Bayes (79.68%). Kurniawanda and 

Tobing [16] also conducted research using XGBoost 

to analyze sentiment comments on Instagram, 

achieving an accuracy rate of 75.20%. Qi [17] proved 

in his research on text-based classification of theft 

crimes using the XGBoost algorithm and produced a 

precision value of 0.96, recall 0.96 and f1-score of 

0.96. Therefore, the application of the XGBoost 

Algorithm in this research is to perform personality 

identification on Twitter users with good 

performance results. In addition, the XGBoost 

Algorithm is capable of predicting the personalities of 

Twitter users based on the actual personalities of the 

users. 

2. RESEARCH METHODOLOGY 

2.1. Research Stages 

In this study, a system will be developed to 

detect personality traits in Twitter users using the 

XGBoost algorithm. The research data used was 

obtained from Twitter through crawling. The system 

design used in this study is illustrated in Figure 1. 

2.2. Data Collection 

This study used Big Five personality test data 

from Twitter users who were willing to participate as 

respondents. The information gathered consists of 

username-accompanied Indonesian comment data. 

The Twitter API that has been offered is used to 

retrieve the data. The outcomes of data crawling are 

saved in documents with the .csv extension, where 

personality categorization based on the big five 

personalities is still being done. The Big Five 

Personality Theory is largely accepted by the general 

public and is frequently utilized in recruitment. 

Openness, Conscientiousness, Extroversion, 

Agreeableness, and Neuroticism are the five 

dimensions of the Big Five model of personality. 

2.3. Preprocessing 

The obtained data will be preprocessed before 

the extraction and classification of features. This 

procedure aims to select pertinent and suitable data 

for classification. The preprocessing phase includes 

five steps: Tweets containing URLs, keywords, 

emoticons, and usernames are cleaned by removing 

or deleting words. Case folding converts capital 

letters to lowercase characters. Stopword Removal 

eliminates prevalent words and only retains data-

representing words. Stemming, which looks for the 

root form of words within the tweet data. Tokenizing, 

which deconstructs sentences into individual words, 

makes the words visible. 

2.4. Feature Extraction 

In this section, feature extraction is carried out 

by weighting with TF-IDF (Term Frequency-Inverse 

Document Frequency) and adding the weight values 

to the emotion features. This phase attempts to 

transform raw input data into meaningful and 

condensed representations of features that can be used 

in the classification phase. 

TF – IDF method was used in this research to 

determine the importance of the weight of each word 

in the text. IDF measures the informativeness of the 

term, while TF measures the ratio of the occurrence 

of a word in a document [12]. The method of 

calculating TF-IDF is shown in (1). 

𝑡𝑓𝑖𝑑𝑓𝑡,𝑑 =  𝑡𝑓𝑡,𝑑  ×  𝑖𝑑𝑓𝑡  (1) 

 

For the emotion feature will be using EmoLex 

Dictionary. The EmoLex Dictionary contains terms 

pertaining to eight fundamental emotions: anger, 

anticipation, disgust, fear, sadness, joy, surprise, and 

trust, as well as two polar emotions: positive and 

negative. EmoLex was used because an evaluation of 

2,216 linguists revealed 84.7% agreement on word-

emotion associations pertaining to fundamental 

emotions and 82% agreement on word-emotion 

associations pertaining to emotion polarity [14]. 

Words associated with a particular emotion are 

assigned a value of 1 by EmoLex. Meanwhile, terms 

that are not associated with an emotion are assigned a 

value of 0. 
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2.5. XGBoost Algorithm 

One of the current implementations of the best 

gradient-boosting trees is XGBoost (Extreme 

Gradient Boosting). The XGBoost research project, 

released by Tianqi Chen on March 27th, 2014, has 

become the most popular machine learning algorithm 

for classification and regression. It is significantly 

faster than previous ensemble tree-based algorithms 

due to its parallel tree-boosting feature, designed for 

efficiency and scalability. XGBoost gained notoriety 

for its remarkable accuracy after dominating several 

machine learning competitions [18]. 

It is important to employ a ready-to-use 

XGBoost [19] library for classification known as 

XGBClassifier in order to implement this algorithm 

in the research aimed at detecting personality traits in 

Twitter users. XGBoost also includes the 

learning_rate (model update employs step size 

reduction), max_depth (depthiest point of a tree), and 

n_estimators (the quantity of enhanced trees) 

parameters, which can be used and configured 

according to your requirements [20]. After calling the 

library, input the dataset that has been divided into 

multiple portions, such as 90:10, 80:20, 70:30, 60:40, 

and 50:50. The goal of evaluating the XGBoost 

algorithm with various split shapes is to identify the 

optimal classification outcome.  

To use the XGBoost algorithm, numeric data 

input is required because XGBoost cannot process 

textual information data. Therefore, if the available 

dataset is in text form, preprocessing and weighting 

are necessary for the text in the dataset [21]. The TF-

IDF (Term Frequency-Inverse Document Frequency) 

method can be used to perform weighting on text 

data. 

2.6. Grid Search Cross Validation 

A machine learning model's model selection 

process is facilitated by optimizing with 

hyperparameter tuning utilizing Grid Search. Grid 

Search makes it simple to verify each model 

parameter without having to perform manual 

validation one at a time, together with Cross 

Validation. It produces precise and ideal prediction 

outcomes when used in conjunction with 

understanding and intuition [22]. 
 

 
Figure 1. System Flowchart 

 

2.7. SMOTETomek Hybrid Sampling 

SMOTETomek is one of the Hybrid Sampling 

methods used to balance the dataset. SMOTETomek 

is a combination of SMOTE (Synthetic Minority 

Over-sampling Technique) and Tomek's under 

sampling link technique. SMOTE is an oversampling 

technique that generates new synthetic minority class 

samples, whereas Tomek Links is an under-sampling 

technique that eliminates some of the majority class 

samples that are adjacent to the minority class 

samples. The combination of these two techniques 

seeks to improve the efficacy of handling class data 

with imbalances [23]. 

2.8. Evaluation 

In this section, the evaluation process will 

involve the use of Confusion Matrix to classify the 

classification results.  The Confusion Matrix is a two-

dimensional performance measurement and 

classification matrix. The matrix consists of two 

identifiers, positive and negative, and four distinct 

permutations. These are True Positive, True 

Negative, False Positive, and False Negative 

combinations.  

Table 1 illustrates the shape of the Confusion 

Matrix. 
 

Table 1. Confusion Matrix 

Actual Class 
Predicted Result 

True False 

Positive TP FP 

Negative TN FN 

 

Furthermore, the results of the confusion matrix 

can be utilized to calculate the classification model's 

accuracy, precision, recall, and f1-score. This 

evaluation will determine how effective the XGBoost 

algorithm is at detecting personality traits among 

Twitter users. Accuracy (2) can be described as the 

proportion of right predictions relative to the total 

number of forecasts. On the other hand, the 

evaluation metrics won't be able to represent the 

classifier's effectiveness if the data are uneven and 

skewed. Because of this, additional measures 

including precision (3) and recall (4) are required in 

order to calculate the evaluation. If the recall and 

precision of the numbers are somewhat close to one, 

then the categorization will be more accurate. In order 
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to take into account both precision and recall, the F1-

Score value is necessary. The F1-score (5) is a 

representation of the harmonic recall and precision on 

average. The best possible F1-Score is a 1, and the 

worst possible score is 0 [24]. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 (2) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (3) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (4) 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ×(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑇𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (5) 

3. RESULT 

This section contains the results of this research, 

which can be made especially the application of the 

method used, either simply by presenting the existing 

data in the study. This section will elucidate the 

findings of the study utilizing the XGBoost algorithm 

to detect Twitter users' personalities. This study's data 

consists of 260 users, with each user's tweet data 

collected to a maximum of around 1,000 tweets. In 

addition, the data is supplemented with personality 

labels that have been calculated and adjusted 

according to the Big Five Personality characteristics.  

Table 2 illustrates the data distribution for this 

research. According to the table, Openness has the 

most data, whereas Extraversion has the least. The 

data distribution is observed to be imbalanced, which 

will impact the model's accuracy. Therefore, this 

study will concentrate on the precision, recall, and 

F1-Score values of the XGBoost algorithm. 
 

Table 2. Data Distribution 

Label Personality Amount Data 

Openness 107 

Agreeableness 78 

Neuroticsm 48 

Conscientiousness 23 

Extroversion 6 

 

Afterwards, the collected data will undergo 

preprocessing to filter and extract the data that is 

pertinent to the classification needs. Table 3 displays 

the results of the study's data preprocessing. 
 

Table 3. Process of Preprocessing 

Process Result 

Actual 

Data 

2021-03-04 

12:31:09,1367452552321585155,"Akhirnya 

berhasil juga doski potong rambutnya sendiri 
ðŸ˜‚ðŸ˜ 

Cleaning Akhirnya berhasil juga doski potong rambutnya 
sendiri 

Case 

Folding 

akhirnya berhasil juga doski potong rambutnya 

sendiri 
Stopword 

Removal 

akhirnya berhasil doski potong rambutnya 

Stemming akhir berhasil doski potong rambut 

Tokenizing [‘akhir’, ‘berhasil’, ‘doski’, ‘potong’, ‘rambut’] 

 

The next step is feature extraction using TF-IDF 

and Emotion Feature. In this study, word weighting 

with TF-IDF and an emotion feature are used to 

evaluate the value of words in user data that may 

contain specific emotions associated with the user's 

personality. In this study, the evaluation scenario will 

be implemented twice. In the first test scenario, TF - 

IDF and emotion features will be used as extraction 

features. Then, for the second test scenario, two new 

features will be added to the first test scenario, 

namely sentiment features and social features. Using 

the XGBoost Algorithm, these two scenarios will be 

juxtaposed to determine which model has superior 

performance for classifying Twitter users' 

personalities. 

3.1. First Test Scenario 

In the first test scenario, the use of datasets that 

had features extracted from them using TF-IDF and 

emotion features were put into the XGBoost 

Algorithm model in the form of split data in the ratios 

90:10, 80:20, 70:30, 60:40, and 50:50 respectively. 

This test also makes use of GridSearchCV to 

determine which hyperparameters would be most 

beneficial to incorporate into the XGBoost Algorithm 

model. The findings of the tests indicate that, in 

comparison to the other split forms, the accuracy of 

the 90:10 data split form that makes use of 

GridSearchCV is the highest, coming in at 38.46% 

with parameter learning_rate = 0.2, max_depth = 5, 

and n_estimators = 400. Error! Reference source 

not found. depicts the results of the confusion matrix 

for the 90:10 split data Table 5 displays the precision, 

recall, and F1-score values for the results of the test 

scenario. 
 

Table 4. Confusion Matrix of First Test Scenario 

Predict Label 
Agr Cons Neu Open 

Actual Label 

Agr 2 1 2 2 

Cons 2 0 0 0 

Ext 0 0 1 0 
Neu 1 1 2 1 

Open 2 2 1 6 

 
Table 5. Evaluation Result of First Test Scenario 

Label Personality Precision Recall F1-Score 

Agreeableness 0.29 0.29 0.29 
Conscientiousness 0.00 0.00 0.00 

Extroversion 0.00 0.00 0.00 

Neuroticsm 0.33 0.40 0.36 
Openness 0.67 0.55 0.60 

3.2. Second Test Scenario 

Following the completion of the first test 

scenario, the imbalanced data distribution led to the 

production of less-than-ideal outcomes. Therefore, 

the data balancing process in the second situation is 

conducted by utilizing the Hybrid Sampling approach 
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with SMOTETomek. The results of data distribution 

after balancing are shown in  

 

Table 6. 

 
 
 

Table 6. Distribution Data after Balancing 

Label Personality Amount Data 

Openness 98 

Agreeableness 100 
Neuroticsm 104 

Conscientiousness 103 

Extroversion 106 

 

The difference between the quantity of data 

presented in  

Table 2 and  

 

Table 6 is significant. It can be seen that the 

Extroversion label oversamples with 103 data out of 

an initial 6 data points. While Openness experiences 

under sampling with a large amount of data, 98 out of 

the initial 107 data points. So that the optimal results 

are obtained with a 90:10 split data form using 

GridSearchCV with an accuracy value of 73.08%.  

Table 7 depicts the outcomes of the data 

balancing process with SMOTETomek for a 90:10 

data shape supported by GridSearchCV and 

hyperparameter values of XGBoost learning_rate = 

0.3, max_depth = 7, and n_estimators = 100 and 

Table 8 displays the values for precision, recall, and 

f1 score. 
 

Table 7. Confusion Matrix of Second Test Scenario 

Predict Label 
Agr Cons Ext Neu Open 

Actual Label 

Agr 7 0 0 0 3 
Cons 0 8 0 1 1 

Ext 0 0 11 0 0 
Neu 0 0 0 8 3 

Open 3 2 1 0 4 

 
Table 8. Evaluation Result of Second Test Scenario 

Label Personality Precision Recall F1-Score 

Agreeableness 0.70 0.70 0.70 
Conscientiousness 0.80 0.80 0.80 

Extroversion 0.92 1.00 0.96 

Neuroticsm 0.89 0.73 0.80 
Openness 0.36 0.40 0.38 

3.3. Third Test Scenario 

In this final scenario test experiment, we will 

compare three different types of parameter values to 

determine which types of parameters can provide the 

XGBoost Algorithm with optimal values. The results 

of the first and second scenario test experiments will 

be used to determine Parameter 1 and Parameter 2. As 

for Parameter 3, its value will be determined by the 

parameter attribute's optimal value. This experiment 

compares learning_rate, max_depth, and 

n_estimators, the three XGBoost parameters. And in 

this experiment, we will use balanced data and 90:10 

split form. Based on the outcomes of this experiment, 

Parameter 3 with learning_rate = 4, max_depth = 8, 

and n_estimators = 400 produces the best results. The 

experiment for this scenario is summarized in  

Table 9 and the precision, recall, F1-Score of the 

optimal value as shown in Table 10. 
 

Table 9. Experiment Result of Third Test Scenario 

Label Personality Accuracy 

Param 1: learning_rate = 0.2, max_depth 
= 5, n_estimators = 200 

71.15% 

Param 2: learning_rate = 0.3, max_depth 

= 7, n_estimators = 100 

73.08% 

Param 3: learning_rate = 0.4, max_depth 

= 8, n_estimators = 400 
75.00% 

 
Table 10. Evaluation Result of Third Test Scenario 

Label Personality Precision Recall F1-Score 

Agreeableness 0.64 0.70 0.67 
Conscientiousness 0.90 0.90 0.90 

Extroversion 0.85 1.00 0.92 

Neuroticsm 0.78 0.64 0.70 
Openness 0.56 0.50 0.53 

4. DISCUSSION 

Using the Emotion feature and GridSearchCV to 

identify hyperparameters for the XGBoost 

Algorithm, the model can produce optimal results, 

based on the results of three scenario tests. As 

observed in the first test scenario involving the 90:10 

split form, the Openness Label has a greater precision 

value than the other four labels. While the 

Conscientiousness and Extraversion labels yield a 

precision value of 0, indicating that the model is 

unable to predict these two labels. This is influenced 

by the limited quantity of data as well as the 

unbalanced distribution of data. The quantity of data 

associated with the Openness label is bigger, resulting 

in an enormous amount of data that enables the model 

to make accurate predictions. Compared to the 

Extroversion and Conscientiousness labels, the 

quantity of data is small, so the model receives 

limited information and it is challenging to predict 

these two labels. 

Concerning the second test scenario, balanced 

data proves to be a factor that enables the model to 

generate optimal predictions. It is presented in Table 

8 That the Extroversion label, which experiences 

oversampling, generates more data than the Openness 

label, which experiences under sampling and 

therefore generates less data than the other four 

labels, is the label with the highest precision at this 

time. The high precision value for the Extroversion 

label indicates that the model receives a great deal of 

information about this label in order to make accurate 

predictions. Unlike the Openness label, which has 

limited data, the model has less information to 

correctly predict this label. 

For the final scenario, the experiment was 

conducted by comparing and adjusting the parameters 

based on the outcomes of the preceding two 

scenarios. Using balanced data and a 90:10 division, 

it was discovered that the third parameter value 

produced the best outcomes. The quantities of the 

third parameter's learning_rate, max_depth, and 



74   Jurnal Teknik Informatika (JUTIF), Vol. 5, No. 1, February 2024, pp. 69-75 

n_estimators are greater than those of the previous 

two scenarios' learning_rate, max_depth, and 

n_estimators. Moreover, as can be seen in Table 10, 

as is the case. The precision value for the 

Extroversion label has decreased marginally, while 

the Openness label's value has increased. Therefore, 

if the model employs a high parameter value, its value 

will be more optimal. 

From the results of the three scenario tests, it is 

possible to create an effective model to identify 

personality by choosing appropriate parameters and a 

balanced distribution of data. 

Furthermore, it is evident from a comparison of 

the outcomes of the three test scenarios that the first 

test scenario offers significantly superior results than 

the research done by Angsaweni [12]. Only 28.57% 

accuracy was achieved by Angsaweni utilizing the 

AdaBoost technique and three extraction features, 

compared to 38.46% accuracy for the first test 

scenario. Additionally, Angsaweni's research did not 

perform experiments by balancing data distribution 

and determining the optimal parameters, which is still 

a weakness in investigating studies in his research. 

By analyzing the results of the test scenarios that 

were run, particularly on the Openness, Extroversion, 

and Conscientiousness labels based on the emotional 

value of each Twitter user, it can be proven in this 

study that the XGBoost Algorithm can be used to 

detect the Big Five personalities. The results show 

that the XGBoost Algorithm generates accurate 

predictions due to its capacity to handle complicated 

data and the speed through which huge Twitter 

datasets were processed. 

When dealing with conditions of an uneven data 

distribution, the XGBoost Algorithm has some 

limitations. The model's ability to detect personality 

labels might be impaired when some personality 

labels have less data samples. In addition, the quality 

of emotional data also affects the performance of the 

algorithm, where incomplete or unstructured 

emotional data can reduce prediction accuracy. 

Therefore, to ensure the XGBoost Algorithm 

performs at its best in predicting the Big Five 

personalities in Twitter Users, extra attention must be 

paid to imbalanced data distribution as well as to 

strong emotional data quality. 

5. CONCLUSION 

Based on the findings of this study's first, 

second, and third scenario tests, it can be concluded 

that the XGBoost Algorithm can be used to build a 

model capable of detecting the personality of Twitter 

users, specifically by using a 90:10 split form, 

adjusting XGBoost parameters based on the needs of 

the model, and distributing data evenly. Because 

these factors contribute to the development of the 

optimal detection model. There are also suggestions 

for future research, such as using balanced 

distribution data and removing the stemming process 

through preprocessing. Because the true meaning of 

words can be altered by stemming, which also leads 

to an inaccurate prediction of the information content 

of words. 
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